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ABSTRACT
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is the need for better predictions of the presence and movement of pack ice.
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The AIDJEX model has been described in considerable detail by Coon et al.
[1974], and the results of some early tests of the model have been reported
by Coon et al. [1976]. Encouraging agreement between computed and observed
ice parameters was obtained from a simulation in which the air stress was

determined from observed surface pressures and derived geostrophic winds.

The use of such a model for ice prediction purposes will require fore-
casts of the quantities used in computing the external forces acting on the
ice. The principal motive force for sea ice is the surface air stress. The
AIDJEX model uses a boundary layer subprogram to compute the surface air
stress from the surface geostrophic winds. It follows that the accuracy of
ice forecasts obtained from the AIDJEX model will be limited by the accuracy
with which the atmospheric pressure gradients or geostrophic winds can be

forecast.

Unfortunately, the high-latitude performance of atmospheric prediction
models has received little attention from forecasting centers, which are
understandably more concerned with forecasts for the heavily populated land
areas of the middle latitudes. This is one reason for the recommendation by
the U.S. POLEX Panel [National Academy of Sciences, 1974] that the high-

latitude performance of atmospheric models be reviewed.

This paper will examine the accuracy of high-latitude forecasts produced
by the operational numerical model of the National Meteorological Center
(NMC). Since the primary concern here is the limitation imposed by the
atmospheric prediction model on the ice prediction model to which it>may be
coupled, the focus will be on the forecasts of the low-level horizontal
gradients of pressure or, alternatively, geopotential height. It should be
noted that the NMC model has compared favorably with other atmospheric pre-
diction models in case studies by Houghton and Irvine [1976] and by Baumhefner
and Downey [1976].

THE MODEL AND THE DATA

The operational NMC model is a 6-layer primitive equation model. A
polar stereographic coordinate system is used on an octagonal grid covering

the northern hemisphere from approximately 15°N to the pole. The grid



contains 47 x 51 points at each level. The grid spacing is 381 km at 60°N.

Details of the model formulation are given by Shuman and Hovermale [1968].

The model is run twice daily beginning at 00Z and 12Z. The results
to be shown here are for the 24—, 48-, and 72-hour forecasts made at 00Z
during the period 1 July 1974 - 30 June 1975. The files of NMC data stored
on tape at the National Center for Atmospheric Research provided 360 sets

of the three forecasts and verifications.

Of the forecast parameters that are routinely outpuf and saved from
the operational model runs, the most appropriate for this study is the 1000 mb
height field. The geostrophic wind is a linear function of the height gra-

dient along a constant-pressure surface:
- -dhz = 4+ 4|8z
g~ f{Ay}p gt [Ax]p W

where Ug and Vg are the geostrophic wind components in the x and ¥ directions,
2 is the height of the p-surface, g is the gravitational constant, and f is
the Coriolis parameter. The proximity of the 1000 mb surface to mean sea
level implies that Ug and Vg computed from (1) with p = 1000 mb will closely

approximate the surface geostrophic wind components.

RESULTS OF THE FORECAST ANALYSIS

Before the forecasts of the height gradients are examined, the accuracy
of the forecasts of the height fields themselves will be illustrated. Atten-
tion will be focused on the sector of the Arctic Ocean shown in Figure 1.
This sector contains 16 NMC grid points and includes the region of the AIDJEX
main experiment. The lines labeled "M," in Figure 2 show the mean magnitudes
of the errors in the height forecasts for the 16 grid points of the Arctic
sector. The errors are plotted for four seasons of approximately 90 days
each: Summer (July-September), Autumn (October-December), Winter (January-
March), and Spring (April-June). The forecast errors in Figure 2 range from
15-25 m at 24 hours to 40-50 m at 72 hours. The forecast errors are largest

in the winter and smallest in the summer.
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Fig. 1. NMC grid points for which the errors in the
gradient forecasts were computed.
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Fig. 2. Mean magnitude (in meters) of the errors in the 1000 mb height
forecasts of the NMC model (M) and persistence (P). Each dot represents
an average over the 90 forecast days in the season (Su = Summer, Au =
Autumn, Wi = Winter, Sp = Spring) and over either the 16 Arctic grid
points (subscript A) or the entire hemispheric cap north of 30°N
(subscript H).

Figure 2 also shows the corresponding errors for persistence, which
was used as the control forecast. (A persistence forecast assumes that
the forecast quantities do not change from their initial values.) The NCM
forecasts are clearly superior to the persistence forecasts in all seasons

and at all three forecast intervals.

Finally, Figure 2 shows that the root mean square (rms) errors in the
Arctic height forecasts are generally smaller than the rms height errors
averaged over all grid points north of 30°N. While the sparseness of the
data network in the central Arctic might have been expected to contribute
to more serious errors in high latitudes, the Arctic's position at the center
of the NMC grid may render it less susceptible than lower latitudes to errors

introduced by the artificial lateral boundaries. On the other hand, the



smaller errors in the Arctic may simply be due to a generally weaker level
of synoptic activity in the Arctic. The geographical distribution of the
persistence errors (Figure 3) implies that transient synoptic activity is
considerably stronger in middle latitudes, especially in the northern ocean
areas. A report by the U.S. National Academy of Sciences [1974] describes

a similar distribution of synoptic activity at 500 mb.

It should be mentioned that errors in the NMC high-latitude analyses
have beén noted by Brown et al. [1974]. It is unlikely, however, that the
verification errors would correlate significantly with the forecast errors,
since the verification data are obtained from an objective analysis performed
independently of the forecast data. It is therefore assumed that the fore-

cast errors in Figure 2 are not biased by systematic verification errors.

The relation (1) between the height gradient and the geostrophic wind
enables one to express the percentage error, £, in a geostrophic wind pre-

diction for the grid point (Z,j) as

—)
- [6(Vg) ;5] _ lsaa) 4] -
-> .
1T T2y 4]
where the symbol | | indicates a magnitude, vg is the geostrophic wind
vector, §(x) = Xy, - Tgegr is the error in the forecast of the quantity
x, and
= - 2 _ 2
ba = Vg = gy ¥ Gy - A

When an observed geostrophic wind vector is expressed as the sum of a fore-
cast vector and an error vector, the quantity (£) in (2) is the ratio of

the magnitude of the error vector to the magnitude of the observed vector.

— >
Figure 4 contains several plots of E = |6(Vg)ij|/|($g) |, where the

1
overbar denotes the average over a season (approximately 90 days) for the
grid points within a particular region. The region consists of either the

16 NMC grid points of the Arctic sector (subscript A) of Figure 1 or all
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Fig. 3. Mean magnitude (in meters) of the errors in the 72-hour persistence
forecasts of 1000 mb height. Errors are averaged over the 360 forecast
days.
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Fig. 4. Mean error, £ = |6$g|/|3§|, in the geostrophic wind forecasts of the

NMC model (M) and persistence (P). Each dot represents an average over the
90 forecast days in the season and over either the 16 Arctic grid points
(subscript A) or the entire hemispheric cap north of 30°N (subscript H).
Results labeled "V > 5" include only those cases where the verifying
geostrophic wind exceeded 5 m sec”'.

grid points in the hemispheric cap north of 30°N (subscript H). Results are
shown for the 24-, 48-, and 72-hour forecasts of the NMC model (M) and persis-
tence (P). The values of E for the NMC Arctic forecasts (Mp) range from
457-607% at 24 hours to 907%-110% at 72 hours. The errors are largest in
winter and smallest in summef, although the seasonal variation is not as
large as in the height errors of Figure 2. The errors in the NMC Arctic
forecasts are smaller than the mean NMC errors (My) for the region north

of 30°N. The NMC Arctic forecasts are again superior to the Arctic fore-
casts of persistence (P), but the NMC improvement over persistence is only
on the order of 207% at 72 hours. An examination of the 96— and 120-hour

(4- and 5-day) forecasts indicates that the mean errors (E) of the NMC and
peréistence forecasts approach each other at £ ~ 1.3-1.4 by day 5 in both
the Arctic and in middle latitudes.



As noted'by Coon et al. [1976], the major part of pack ice motion and
deformation occurs under conditions of strong winds. Figure 4 shows the
E values of the NMC Arctic forecasts for cases in which the verifying geo-
strophic winds exceeded 5 m sec !. (The frequency of such winds at the
Arctiec grid points ranged from 317 to 58% of the total cases, depending on
the season and the grid point.) The percentage errors (E) are smaller for
the strong wind situations, increasing from approximately 45% at 24 hours
to approximately 80% at 72 hours. Although they are not plotted in Figure
4, the (Mp)y < 5 points tend to be about as far above the My points as the

Mp) s 5 points are below the Mp points.

The geographical distribution of the quantity E at 24 and 72 hours is
shown in Figure 5 (a,b) for the spring forecasts of the NMC model. The
relatively uniform errors in the central Arctic are comparable to the errors
over the northern land areas (excluding the elevated Greenland ice sheet,
where 1000 mb heights are rather meaningless). Somewhat smaller values of
E are seen over the northern ocean areas where the geostrophic wind speeds

are generally stronger.

The values of E shown in Figures 4 and 5 are to be compared with the
corresponding values obtained from the results of the early tests of the
AIDJEX model. The error parameter for the ice model results is E; = Iﬁ(ﬁi)l/
l?i[, where $i is the observed ice drift vector and 6(?1) is the vector
difference between the computed and observed drift vectors. The 10 sets
of mid-day drift velocities from Coon et al. [1976, Fig. 11] give Ei = 0.36
for 1$1| > 5 cm sec”! and Ei = 0.75 for all cases. These percentage errors
in the ice drift vectors computed from observed geostrophic winds are com-
parable to the percentage errors in the geostrophic wind forecasts for 24
hours and are generally less than the percentage errors in the geostrophic
wind forecasts for 48 and 72 hours. Since the AIDJEX model results used
here are from preliminary tests of the "untuned" model, it is reasonable
to assume that the values of Ei will eventually be reduced even further

below the corresponding values for the geostrophic wind forecasts.
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Fig. 5a. Mean error, E'_, in the NMC 24-hour geostrophic wind forecasts for
the spring season.
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CONCLUSIONS

The results described in the previous section show that the skill in
the high-latitude geostrophic wind forecasts approaches zero by 72 hours.
The results imply that the errors in forecasts of ice motion for periods
exceeding 24 hours will be dominated by errors in the geostrophic wind
forecasts. It follows that the predictive value of the AIDJEX model or any
other ice model will be limited not so much by the formulation of the ice
dynamics but by the accuracy of the atmospheric pressure forecasts. More
specifically, detailed forecasts of ice motion for periods exceeding 72
hours will show little skill without an improvement in the performance of

atmospheric prediction models.
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ARCTIC CONTINENTAL SHELF PROCESSES AND MORPHOLOGY RELATED TO
SEA ICE ZONATION, BEAUFORT SEA, ALASKA

by

E. Reimnitz, L. Toimil, and P. Barmnes
U.S. Geological Survey
Menlo Park, CA 94025

ABSTRACT

Landsat-1 and NOAA satellite images for winter 1972-73 and ice
seafloor data from several sources were used to study sea ice
zonation and dynamics and their relation to bottom morphology
and geology on the Beaufort Sea continental shelf of arctic
Alaska.

In early winter the location of the boundary between undeformed
fast ice and the westward drifting pack ice of the Pacifiec Gyre
is controlled by major coastal promontories. Pronounced linear
pressure ridges, shear ridges, and hummock fields form along
this boundary and are stabilized by grounding, generally between
the 10 m and 20 m isobaths. Slippage along this boundary occurs
intermittently at or seaward of the grounded ridges, forming new
grounded ridges in a widening zone, the stamukhi zone, which by
late winter extends out to the 40 m isobath. Between intermit-
tent events along the stamukhi zone, pack ice drift and slippage
are continuous along the shelf edge, at average rates of 3-10 km
per day. Whether slippage occurs along the stamukhi zone or
along the shelf edge, it is restricted to a zone several hundred
meters wide and ice seaward of the slip face moves at uniform
rates for tens of kilometers out into the pack ice drift without
discernible drag effects.

A causal relation is seen between the spatial distribution of
major ice ridge systems and offshore shoals downdrift of major
coastal promontories. The shoals appear to have migrated shore-
ward under the influence of ice up to 400 m in the last 25 years.
The seafloor seaward of these shoals within the stamukhi zone
shows high ice gouge density, large incision depths, and a high
degree of disruption of internal sedimentary structures. The
concentration of large ice ridges and our seafloor data in the
stamukhi zone indicate that much of the available marine energy
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is expended here, while the inner shelf and coast, where the rela-
tively undeformed fast ice grows, are sheltered. There is evidence
that anomalies in the overall arctic shelf profile are related to
sea ice zonation, ice dynamics, and bottom processes. The ice
zonation proposed--(a) bottom-fast ice, (b) floating fast ice,

(¢) stamukhi, and (d) seasonal pack ice-~emphasizes ice interaction
with the shelf surface and differs from previous zonation.

Certain aspects of the results reported here are directly applicable
to planned offshore developments in the Prudhoe Bay oil field.
Properly placed artificial structures similar to offshore shoals
should be able to withstand the forces of the ice, serve to modify
the observed ice zonation, and might be used to make the environ-
ment less hostile to human activities.

INTRODUCTION

The presence of an ice cover over the continental shelves of the
Arctic sea for eight or nine months of the year may imply to many marine
geologists a period of quiescence, when the familiar processes controlling
the sedimentological environment are dormant. Wind-driven currents are
damped, sediment-laden river plumes are absent, and there is no wave
activity. It is true that beaches in many areas of the Arctic are rela-
tively stagnant for a large part of the year while they are protected by
ice. But several recent reports dealing with the Beaufort Sea shelf point
out that throughout the year much of it has a dynamic environment in which
ice plays a dominant role [Reimnitz and Bruder, 1972; Reimnitz et al., 1972;
Barnes and Reimnitz, 1974; Reimnitz et al., 1974; Reimnitz and Barnes, 1974;
Walker, 1974].

The shear zone in the winter ice regime off northern Alaska occurs
where ice carried along by the Pacific Gyre of the Beaufort Sea grinds
against stationary fast ice on the inner continental shelf, resulting in
the formation of pressure ridges, shear ridges, and hummock fields. Ice
dynamics and extremely rough surface relief make the shear zone a formidable
barrier to ice travel and to offshore petroleum exploration and development.
Because many of the ridges survive the summer melt season and remain grounded,
the shear zone also represents an obstacle to shipping. Much of the marine

energy of the Beaufort Sea is expended within the offshore shear zone. We,
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therefore, are tempted to make an analogy between it and the surf zone of lower

latitudes, although the processes and results obviously are very different.

This report describes a study of the winter shear zone between the
Arctic pack ice and the fast ice, and discussés its implications to shelf
geology; morphology, and bottom processes. Most studies of the shear zone
have dealt with the problem of dynamics in the interior of large fields of
sea ice, with ice deformational processes, and the resulting ice features.

The overall interaction of the Arctic pack with the continent has received
little attention. Because the present work is based largely on remote sensing
without sufficient ground observations on the shear zone, and on shipboard
studies during the summer, the conclusions drawn can be considered only pre-
liminary. But the shear zone appears to be an important morphological and

geological boundary on the continental shelf.

In this report we will: (1) delineate the shear zone of Alaska's north
coast from Landsat-1 and NOAA-2 satellite images and cohsider its rélation
to bathymetry and coastal configuration; (2) study interactions between the
pack ice drift and the stationary shore ice during winter; (3) attempt to
analyze the factors that control the early winter location of the shear zone
and its subsequent shift seaward; (4) relate shear zone processes to seafloor
characteristics and bottom processes; (5) speculate on possible side effects
of the shear zone on the oceanographic and sedimentary environment; and (6)

speculate on some aspects of offshore construction in the shear zone.

BACKGROUND INFORMATION

For a general description of the continental shelf and coast in the
study areas (Fig. 1) and its marine enviromment, including currents, tides,
wind, ice drift, breakup, and river inflow, the reader is referred to Barnes
and Reimnitz [1974] and Reimnitz and Barnes [1974]. The background informa-

tion given here is concerned mainly with the sea ice regime.

The sea ice on the continental shelf of the southern Beaufort Sea can

be broadly divided into three zones [Kovacs and Mellor, 1974]: (1) a fast

ice zone, extending from the coast to approximately the 20 m depth contour;
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(2) a seasonal pack ice zone that covers the outer shelf and continental-
slope; and, beyond that, (3) the polar pack ice zone. Situated between the
fast ice and seasonal pack ice zones, but generally considered part of the
latter, is a fourth zone, the shear zone [Hibler et al., 1974; Kovacs and
Mellor, 1974].

Fast Ice Zone

The term fast ice, as commonly used, refers to the ice near shore,
which by virtue of being attached to the coast, to islands, and to shoals
is relatively immobile for some unspecified time period during the winter.
It generally consists mostly of seasonal ice grown in place, undergoes little
deformation, and therefore is relatively smooth. But varying amounts of

older ice may be incorporated, depending on its distribution during freezeup.

The seaward extent of the fast ice zone in the Arctic varies from one
region to another, but it is similar from year to year in a given area.
According to Jacobs et al. [1975], its seaward boundary in the eastern
Canadian Arctic approximates the 180 m depth contour. They use as the sole
criterion that the ice be fast and include any amount of newly deformed and
multiyear ice. Disregarding ice types and morphology, most of the winter
ice in the Canadian Archipelago, including that covering some very deep areas
may qualify as fast ice, according to Dehn [Reed and Sater, 1974, p. 299].

In the White Sea the boundary lies on the 10 m depth contour, and along the
Siberian Arctic coast on the 25 m line [Zubov, 1945]. 1In the Beaufort Sea
east of the MacKenzie Delta the fast ice zone extends to the 20 m depth
contour, while immediately west of the delta thére may be no true fast ice,
but rather "quasi-landfast ice" as described by Cooper [1974]. North of
Alaska the 20 m depth contour is commonly considered to be the seaward limit
of fast ice [Weeks et al., 1971; Burns and Harbo, 1972; Kovacs and Mellor,
1974; Reimnitz and Barnes, 1974]. Here the boundary is marked by a change
from relatively undeformed, smooth ice inshore to highly deformed ice offshore.
Stringer [1974], studying the western Beaufort Sea, subdivided the fast ice
zone and added the term attached ice,which is a floating ice field temporarily
attached to the shorefast ice. Many of the authors cited and still others,
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including us, see problems with the definition of fast ice, and Cooper [1974]
has suggested that the terminology should be changed.

Kovacs and Mellor [1974] give a generai description of the growth,
seasonal variability in extent, deformational features, and behavior of the
fast ice applicable to our study area. This ice can contain pressure ridges,
shear ridges, and hummock fields, which form mainly in early winter when new
ice is still thin. Deformation of the fast ice decreases from midwinter to
spring, as it approaches maximum thickness of about 2 m, and as its outer edge
becomes stabilized by grounded pressure ridges and older ice [Stringer, 1974;
Kovacs and Mellor, 1974; Reimnitz and Barnes, 1974]. Because the outer edge
extends to the 10 or 20 m depth contour, much of the fast ice is floating and
fluctuates with astronomical and meteorological tides. 1In the Alaska Beaufort
Sea there are, however, extensive areas (up to 10 km wide) landward of the
2 m isobath where ice is resting on the seafloor at the end of the winter.
This ice has been called bottom fast ice [Reimnitz and Barnes, 1974]. At and
slightly seaward of the 2 m depth contour the ice is often marked by tidal

cracks.

Seasonal Pack Ice Zone

This zone, which also has been called the Offshore Province [Weeks et
al., 1971], extends from the fast ice boundary seaward for 100 to 200 km,
which in the study area is in the vicinity of the base of the continental
slope. The ice in this zone is generally unstable and mobile, and is largely
composed of first-year ice that is extensively deformed [Weeks et al., 1971;
Kovacs and Mellor, 1974]. The zone lies within the Pacific Gyre of the
Beaufort Sea [Campbell, 1965], which rotates clockwise. Thus, the ice moves
generally westward, with mean net long-term winter drift of from 2 to 2.5 km
per day [Coachman and Barmes, 1961]. A drift rate of 3 km per day was recently
calculated from studies of remote sensing images taken during April 1973 in
this area [Campbell et al., 1975]. A short-term maximum drift rate of 50 km
per day has been reported by Hnatiuk and Johnston [1973].

Studies of satellite images obtained north of Alaska have led to the

conclusion that the ice within the Pacific Gyre behaves as a relatively
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cohesive mass, with boundary slippage occurring in a zone 50 km wide immedi-
ately seaward of the fast ice [Crowder et al., 1973; Hibler et al., 1974],
Near the fast ice the seasonal pack ice drift velocity is thought to be

reduced by drag [Kovacs and Mellor, 1974].

Shear Zone

The zone of differential ice motion, or slippage, along the fast ice

~ boundary has been generally referred to as the shear zone. It is character-
ized by large shear ridges, pressure ridges, arnd hummock fields [Kovacs and
Mellor, 1974].

Certain ice observations made by early explorers in the Beaufort Sea
fit this general concept, in that the roughest ice terrain was encountered
just seaward of the smooth fast ice of the coastal zone [Stefansson, 1921].
A winter shear ridge field 16 km long was reported by Stockton [1880] to be
grounded in 24 m of water north of Cross Island, in the middle of our study
area. A grounded pressure ridge 23 m high was measured by Stefansson [1921],
and he mentions many higher ones grounded in up to 39 m of water off Banks
Island. Zubov [1945] reports that stamkhi--grounded sea ice formations
formed as a result of "ice heaping"--occur over a distance of about 500 km

along the 20 m isobath east of the New Siberian Islands.

Recent studies by Klimovich [1972] show that in the inner 5 km of the
shear zone, adjacent to the fast ice, ridges are up to 20 percent higher
than in the outer part. Results from other studies showing the increased
density, height, and draft (keel depth) of ridges near the coast have been
summarized by Kovacs and Mellor [1974]. Stringer [1974] shows the relatjon
of major shear events in the winter ice of this area to bathymetry. Reimmnitz
and Barnes [1974] report a sudden increase in ice gouge density seaward of
the fast ice edge, which they relate to shear zone processes, and Barnes
and Reimnitz [1974] find that internal sedimentary structures seen in box
cores show the effects of physicai disruption by grounded ice in the inner

part of the shear zonme.
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METHODS OF STUDY

Our study is based heavily on interpretations of Landsat-1 and NOAA-2
satellite images of 1972-73. Coupled with these data are a variety of
observations gathered during ice-based and shipboard operations. Methods
used are outlined by Barnes and Reimnitz [1974] and Reimnitz and Barnes
[1974]. More recent side-scan sonar and precisely controlled bathymetric

surveys conducted in 1975 have also been incorporated into this study.

~ Utilization of Landsat-1 repetitive images over regions of high lati-
tude has the advantage of image overlap of successive satellite passes. .
Cloud cover permitting, we were able to trace particular ice features for

three consecutive days every 18 days.

In the Landsat images the shear zone is generally characterized by
pronounced lineations in the ice cover that approximately parallel the shore.
Shear ridges are common features along the northern Alaskan coast and are
often tens of kilometers long [Kovacs and Mellor, 1974], whereas pressure
ridges are irregular and randomly distributed [Anderson, 1970]. Therefore,
we interpret many of the light-colored linear features seen in the images
as shear ridges. Narrow leads and frozen leads are also often linear but
are darker than the thicker ice. Comparing ground observations with the
pictures we find that linear zonations less than 30 m wide.can be detected

under favorable conditions.

RESULTS

Remote Sensing

Landsat-1 images discussed below cover the period from freeze-up in the
fall of 1972 through the breakup in the summer of 1973. No pictures were
obtained during the Arctic night from November through February.

The formation of a new ice céver at the onset of winter is shown in
Figure 2. This image, taken on 4 October 1972 (1073-21223) covers an area
of about 180 km square. The coastal plain is blanketed by thin snow, and most

of the rivers have stopped flowing. New ice is mainly seen on the shallow
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inner shelf, where salinity is lower and water cools faster than it does
offshore. A light southwesterly wind is moving the thin ice obliquely off-
shore, where in many spots it is trapped by islands. The total absence

of old ice on the shelf, confirmed by Nimbus 5 microwave images for 16
December 1972 and 10 February 1973 [Campbell et al., 1974] is significant to
our later discussion. Conditions therefore differed considerably from those
of the previous years, in which large numbers of ice island fragments were
reported grounded on the shelf (for example, Breslau et al., 1971). The last

remnants of these fragments were seen in Landsat images of August 1972,

Early 1973 Landsat-l images of the Beaufort Sea were recorded from
8 March to 21 April. At this time the fast ice along the coast between
Herschel Island in Canada and Point Barrow, Alaska (Figure 1), is well
stabilized and approaching its maximum thickness of about 2 m. The outer
boundary of the relatively undeformed fast ice adjacent to the coast is
generally marked by pronounced lineations in the Landsat-1 images. These
are interpreted as shear ridges formed earlier during the winter. The first
pronounced shearline near the coast, or the first marked change in ice appear-
ance from uniform to irregular, was mapped as representing the seaward
boundary of the relatively undeformed floating fast ice (seaward extent of
stippled pattern in Figure 1). In some areas it was difficult to decide
where to place the boundary. In these cases later images, when ice features
were enhanced by melting of the sea ice surface, were used. Comparing the
various images obtained along the coast from early March to ice breakup in
July we found no new major ice deformational features forming within the
floating fast ice zone shown in Figure 1. The cross-hatched area near the
coast in Figure 1 represents regions in which water depth is less than 2 m,

where the fast ice is resting on the seafloor at the end of the winter.

The most detailed analysis of ice processes was done in the area between
Cape Halkett and Canning River, where our previous seafloor studies were
concentrated. 1In this area, images made on 14-16 March (nos. 1234-21175,
1235-21241, 1236-21297) show that the most recent events were the formation
of a pronounced lead trending irregularly across the shelf (B in Figure 3)
and one trending parallel to the coast (A in Figure 3). Both are frozen,but

the ice is still thin, as interpreted from its relatively dark color. Matching
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the sides of the shore-parallel lead (A) indicates that the pack ice was
‘displaced eastward relative to the fast ice landward of the lead by 2 km.
Wind records for the North Slope suggest that this may have occurred on 7
March [Stringer, 1974] during relatively strong westerly winds. Because
shearing along the shore-parallel lead was associated with the ice movement,
this feature may be called a shearline. It is located seaward of the unde-

formed fast-ice edge (Figure 1), indicating accretion of the fast ice zone.

The shore-parallel shearline and the lead trending obliquely across
the continental shelf were well preserved between 14-16 March and 1-3 April
when new images were obtained in the area (nos. 1252-21175, 1253-21233,
1254-21292). No changes could be detected by matching these images and the
earlier ones to- coastal features and comparing the location and configuration
of ice features. This match is accurate to within about 300 m. Thus, all
ice across the width of the shelf moved less than 300 m, if at all, during

a 20-day period.

Early April images show a large lead (D) and an active shearline (C)
barely seaward of and parallel to the edge of the continental shelf (stippled
area, Figure 3). The shearline may have been active for several weeks, but
no image is available to confirm such activity. Matching particular ice
features seen in the images of 1 and 2 April, a 4 km/day westward displace-
ment of the pack ice relative to the stationary ice sheet over the shelf is
indicated. The rate of ice movement was uniform through a 24-km-wide zone
seaward of the shearline, as indicated by the length of the ice-~displacement

vectors on Figure 3. No drag effects along the shearline were noted.

Visible-band NOAA-2 satellite images taken during the same time period
permit a large-scale view of ice conditions in the entire Beaufort Sea.
Figure 4 is an example of a small portion of such an image, taken on 5 April
1973. The active shearline seen in the Landsat images of 1-3 April along
the shelf edge (Figure 3,C) can be seen in the NOAA image. It also shows a.
pronounced linear lead (traced in Figure 5) extending hundreds of kilometers
into the Arctic Ocean. Using this lead as a marker, large-scale pack ice
movement and its relation to the associated shearline along the Beaufort Sea

shelf were monitored.
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Figure 5 shows the location of the major lead on NOAA-2 pictures of
26 March, 31 March, and 1 April. The images are somewhat distorted but can
be matched with a fair degree of confidence to northern Alaska. The wide
place in the shearline along the edge of the continental shelf is the large
open lead (40 x 15 km) seen in Landsat images at this time (Figure 3,D).
The large dots are identifiable points seen along the lead in all three
images. This compilation shows that the pack ice in a 350-km-wide zone north
of the shearline is moving westward rather uniformly at about 10 km per day.
The lead seems to be little affected by drag along the shearline, which
corresponds roughly to the edge of the shelf. This confirms the more detailed

Landsat studies shown in Figure 3.

There is no usable Landsat-1 image in the study area between 3 April
‘and 26-27 May. Ice conditions on 27 May are shown in Figure 6 (no. 1308~
21290). The pronounced coast-parallel shearline and coast-normal lead seen
in images from 14 March to 3 April have disappeared. These features may
have been destroyed by deformation or displacement of the entire ice canopy
seaward of the early winter shearline (Figure 1), leaving only the true fast
ice landward of this line intact. Such deformation is suggested by the
formation of short, irregular, frozen, northeast-striking leads about 10 km
west of Cross Island (Figure 6), which have been previously noted by Stringer
[1974]. The lead and shearline under &iscussion may also have been masked
by new or drifting snow. A new pronounced coast-parallel lineation not
present on 3 April is seen in the image of Figure 6. This lineation can be
traced westward across Harrison Bay, where it bulges northward roughly follow-
ing the 20 m depth contour, far seaward of the early winter shearline. This
bulge was pointed out by Stringer [1974] using the same images and by Burns
and Harbo [1972]. It will be discussed again below.

The onset of summer, marked by river flooding of the fast ice in the
eastern part of the image area (Sagavanirktok River), is evident in Figure 6.
A strongly linear active shearline can be seen on this and the previous day's
image. Overlaying these images, we find that the ice landward of the shear-
line is immobile. Seaward of the line it is moving westward. Comparing the
location of identifiable ice features during this 24-hour period, indicated
by dots on Figure 6, indicates ice displacement westward at a rate of 6 km
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per day. Close to the shearline the ice drift vectors are parallel. Farther
seaward a small onshore coﬁponent is indicated, implying that some portion

of the ice canopy is used up in the formation of shear and pressure ridges.
The entire ice canopy out to 90 km from the shearline is highly fractured

but apparently moving as a rather coherent mass. ‘The westward displacement
rates do not seem to be affected by drag along the shearline, but are instead

somewhat higher there than farther offshore.

Visible-band NOAA-2 satellite images can be used during this time period
to study large-scale ice movement in the Arctic Ocean north of Alaska. The
images of 5 April and 27 May (Figure 7) show the long lead discussed earlier
and presented in Figures 4 and 5. The projection of these images is not the
same as that of the others, resulting in a different distortion of the Earth's
surface. But their match to the continent is more reliable and the ice dis-
placement of the lead during the 52 days preceding 27 May ranges from 160 km
(3 km/day) near the continent to 80 km (1.5 km/day) at a point 450 km seaward
off the coast.

The next Landsat images in the study area cover the period from 13 June
to 15 June. At that time no coast-parallel shear could be seen on the contin-
ental shelf, and east of Oliktok Point all ice on the shelf was stationary
during the two-day period. West of Oliktok Point, ice was moving obliquely
onshore toward Cape Halkett along a conspicuous lead. This movement is
clearly seen seaward of the 50 m isobath but apparently did not affect the
shearline first seen along the central shelf on 26 May.

From the above discussion of Landsat and NOAA-2 images, it is apparent
that shear events along the inner and central shelf are intermittent, whereas
westward ice drift along the shelf edge is continuous. This implies that
shearing occurs seaward of the shelf edge between the times of shear events

on the shelf, as was seen in early April.

Figure 8 shows the beginning of sea ice breakup, as seen in the follow-
ing data cycle (30 June, no. 1342-21170; 2 and 3 July, nos. 1344-21283, 1345-
2142). At this time of the year, meltwater drains from relief features,
1eaving the ice and snow white, and collects on smooth ice, enhancing image

definition of morphological features. East of Oliktok Point, the ice is
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still intact and no active shearline is seen on the shelf. Preserved shear
features are clearly visible. West of Oliktok Point, the ice is beginning

to break up and move westward close to the Colville Delta and along the outer
shelf. However, in a 15-km-wide zone bulging seaward across Harrison Bay along
the 20 m isobath, and coinciding with major shear events of late winter, the

ice remains intact.

Figure 9 shows a strip of U-2 photographs, taken from an altitude of
20,000 m on 21 June 1974. This strip extending north from Prudhoe Bay shows
the various ice zones and features discussed above in great detail. The sea
ice morphology is similar to that of the previous year, with the relatively
undeformed fast ice extending a short distance beyond Reindeer Island. 1t is
followed by a zone of highly deformed and probably grounded ice in the stamukhi

zone, and the mobile ice beyond.

The most pronounced linear ice features, taken mainly from the early
July 1973 Landsat images, which record major shear events along the inner part
of the shear zone, are shown in Figure 10. The resultant ice drift vectors,
implying the general direction in which the pack ice is moved along the shear-
lines, and the dominant wind direction, are also shown, along with the locations

and approximate extent of charted shoals (hachured areas).

The striking correlation between the distribution of shoals and ice
lineation (that is, shear ridges, pressure ridges, and linear hummock fields
which are all known to have considerable draft) suggests that the ice is

interacting with the seafloor.

Summer Ice Observations

During summer, grounded ice is c&mmonly found on offshore shoals
[Reimnitz et al., 1972, 1974]. This ice generally appears to be of pressure-
ridge origin, with sail heights of 5 to 8 m, keel depth of at least 10 m, and
is elongated parallel to isobaths. Drifting smaller floes frequently accumulate
along the seaward side of these groﬁnded floes, which act as fences. Sometimes
the grounded ridges occur in long lines paralleling isobaths, marking a distinct
boundary between scattered ice on the immer shelf and tightly packed ice on

the central shelf. TFigure 11 is an example of such a boundary, photographed
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from the air northeast of Barrow on 31 August 1975. Such boundaries
roughly correspond with the seaward boundary of the fast ice. It closely
approaches major promontories and offshore islands, as at Herschel Island,
Barter Island, and Cross Island. North and east of Cross Island, large

stationary floes in average years block small-boat passage offshore,

A continuous belt of apparently grounded floes was observed along
nearly the entire Alaskan Beaufort Sea coast by W. Stanley Hugget (Ocean
and Aquatic Affairs, Dept. of Environment, Canada) in late August, 1966
[personal communication, 1974}. This belt straddled the 18 m isobath,
separating relatively ice-free waters on either side, and was impenetrable
to small vessels. Its location againroughly corresponds with the zone of
major ice ridges formed along the seaward boundary of the undeformed fast

ice (Figure 1).

Interaction of Ice and Continental Margin

The relation between pronounced ice lineation preserved by the end of
the winter (Figures 8 and 10) and shelf bathymetry, the stabilizing effect
of ice ridges on the fast ice, and the location of grounded ice in summer
indicate that the zone broadly straddling the 20 m isobath is the locus of

the strongest interaction between the ice pack and the seafloor.

Ice ridging is best defined, most concentrated, and closest to land
off Narwhal and Cross Islands. Downdrift (westward) from Cross Island ridges
spread in a widening zone, following the pattern of shoals at increasing
distance from shore. On the seaward-facing beaches of Narwhal and Cross
Islands, where ridges are formed close to shore, one can observe year after
year the effects of pronounced ice push and remmant ice piles from the pre-
vious winter. Figure 12 is a photograph of ice deformation on Narwhal
Island taken in June 1970. Argo and Reindeer Islands, downdrift of and some-
what protected by Cross Island, are relatively little affected by ice push.
Still farther downdrift and several kilometers from the major ice ridge systems,

beaches are little affected by winter ice push.
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Figure 13 is a typical example of such a Barrier island beach, as photo-
graphed in May 1972 on Long Island. The fast ice rests smoothly against the
beach face and seafloor out to the vicinity of the 2 m isobath, which is
marked by several tidal cracks. Beyond‘the cracks the fast ice is floating
and undeformed out to the first major shoals, discussed later. Still farther
westward, across Harrison Bay, the undeformed fast ice stretches for many
kilometers from shore, protecting the coast. Nearshore bottom profiles off
Cross Island, where the shear zone impinges on the coast, and Spy Island,
where it lies some distance offshore, are very different (Figure 14). Spy
Island (Figure 15}, typical of regions protected from the drifting ice pack,
has a gentle and smooth seaward slope, while the bottom at Cross Island is

steep and irregular.

The inner shelf bathymetry of the central part of our stu&y area is
shown in Figure 15, as surveyed from 1949 to 1951. During the summer of
1975, the U.S. Geological Survey's R/V Karluk was used to run bathymetric
surveys across some of the shoals. With a Del Norte Trisponder system and
shore control stations at the established bench marks indicated by trianglés
in Figure 15, the navigational control for the surveys was accurate to within
5 meters. From the 1949-51 and 1975 surveys a comparison of certain ridge
cross sections and their locations was made. These are presented in Figure
16, with individual profiles keyed to Figure 15 by letters A through H. The
1949-51 bottom configuration is represented by the dashed line, the new con-

figuration by a solid line, which also shows microrelief due to ice gouging.

The shoals are very subtle features, considering that the vertical
exaggeration is about 1:30. Shoals A and B, located north of Spy Island,
are about 3 m high. The seaward one (A) has shifted landward by about 200 m,
retaining its shape, while the landward one (B) shifted only 120 m, but
increased in size. Among the shoals north of Cottle Island, C is closest to
shore. Considering that the dashed line represents an average drawn through
a number of data points on the contour chart, while the solid line was traced
directly from the fathogram with all detail, the two profiles are remarkably
similar. Ridge cross sections D through H, located farther offshore, show
pronounced changes in profile and location. All have migrated landward 100-

400 m (an average of 200), and all but D have undergone considerable changes
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in shape. In general, the offshore ridges lying within the shear zone have
changed more than those farther inshore. The 1975 bathymetric data are
unsuitable for evaluating any shore-parallel migration of shoals. Side-scan
sonar records obtained in 1973 across the fast ice/pack ice boundary of the
previous winter show a change in ice gouge density in the vicinity of the
boundary [Reimnitz and Barnes, 1974]. The present detailed analysis of shear
events on the shelf has enabled us to look more closely at how these relate

to gouge density on the shelf.

Shear events on the shelf that were actually observed in Landsat images,
or to which some broad time limits could be assigned, are shown in Figure 17.
In the eastern part of the figure, where six sonar survey lines were run the
following summer, ice gouge density patterns are shown by cross hatching.
Figure 17 distinguished between arcas with from 50 to 100 gouges and areas
with more than 100 gouges per kilometer of ship's track. The highest gouge
densities occur in a zone 8-14 km wide seaward of the relatively undisturbed
fast ice shown in Figures 1 and 17. The average gouge depths also are

greater in this zone than on either side [Reimnitz and Barnes, 1974].

In several of our crossings of the undeformed fast-ice edge (early
winter shearline) the change in gouge density was very abrupt and corres-
ponded with this line to within the limits of resolution of Landsat images.
The lower part of Figure 18 is a line drawing of ice gouges seen in sonographs
along both sides of the ship's track (represented by the two parallel lines
in the middle of the record) across the early winter shearline near Cross
Island. 1In the fast-ice zone there are only a few minor gouges, but seaward

the bottom is densely gouged.

The upper part of Figure 18 is a line drawing based on a high-resolution
seismic reflection record obtained along ekactly the same track as the sono-
graph below. It shows the highly irregular nature of internal reflectors
within the area of abundant gouges, and rather evenly bedded materials in the

area of smooth bottom.

Both the seismic record and the sonograph show a slight break in slope‘
at the boundary between the two bottom morphologies. Landward of the break

the seafloor is about 1 m shallower. The same phenomenon can be seen in
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several other crossings of the ice boundary, and we therefore do not consider
this a mere coincidence. If indeed a causal relation exists between ice zona-
tion and bottom morphology, the smooth high ground overlain by a thin unit of
evenly bedded materials landward of the gouged area may be the result of (1)
accretion from sediment-laden waters retained inshore of the first major
grounded ice barrier, (2) faster sediment accretion due to lower rates of ice
gouging and related resuspension and winnowing, or (3) current scour and
redeposition along a grounded ridge system serving as a circulation boundary.
Other possible explanations unrelated to the present ice zonation include the
outcropping of more resistant older sediments or the presence of permafrost
at the seafloor. While we feel that the phénomenon observed is significant,
and probably related to ice zonation, there are insufficient data to make an

interpretation.

DISCUSSION

Ice Zonation and Terminology

The results of this investigation indicate the presence of a distinct
ice zonation on the Alaskan Beaufort Sea shelf, a pattern that usually recurs
(annually) and is process-controlled. The data also suggest that previously
used terms "fast ice zone" and "seasonal pack ice zone'" are too broad and

111 defined, and require subdivision.

Fast ice zone. Using as the sole criterion that the ice be fast to shore

or the seafloor for an unspecified period of time, and ignoring ice types and
intermittent events, all ice on the shelf may qualify as fast ice, including
the large early winter ridges of the shear zone, which are firmly grounded on
the seafloor (Figure 19). The zone in which these occur is very important in
terms of ice morphology, dynamics, interaction with the shelf surface, and '

future commercial offshore development. This zone should be distinguished

from the zone landward.

In this report we include within the fast ice zone those areas in
which the sea ice (a) has essentially grown in place, (b) has undergone

relatively little deformation, (c) is truly fast after formation of the
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first major shore-parallel grounded shear or pressure ridge system (in water
depth generally ranging from 10 to 20 m), and (d) lies between land and the
first major ridge system (Figures 1 and 19). The fast ice zone does not
include the system of grounded ridges along its seaward boundéry, and in

this respect we differ from the definition used by Stringer [1974] and Kovacs
and Mellor [1974]. While it is the most meaningful one for the northern coast
of Alaska, our definition may not be useful everywhere along the margin of

the Arctic Ocean.

The fast ice zone as defined here is on the average 15 km wide between
Point Barrow and Herschel Island (Figure 1), with a minimum of less than 5 km
at Herschel Island and a maximum of about 30 km west of the Colville Delta.
In the eastern part of the area of Figure 1 the outer edge approximates the
20 m depth contour; in the western part it lies between the 10 and 15 m depth
contours. Figures 8 and 10 show that seaward of the early winter shearline
in Harrison Bay lies another broad zone of relatively undeformed ice extend-
ing seaward to the 20 m depth contour, up to 80 km from shore. Our observa-
tions of the ice breakup in 1973 and of ice gouge densities indicate that the
major grounded ridges lie along the 20 m depth contour in this area. However,
an increase in the gouge density along the early winter shearline inshore
(10 m depth contour) indicates that some of the inshore ridges were also
grounded. On the basis of its morphology and stability during late winter,
this Harrison Bay ice between the 10 m and the 20 m depth isobath might have

to be included under fast ice, or it may require still another term.

Ten to seventy-five percent of the fast ice zone along the coast of
northern Alaska lies between the shore and the 2 m depth contour. Because
by late winter the fast ice reaches a thickness of 2 m, it rests on the bottom
in most of these areas. In Harrison Bay this zone is up to 15 km wide (Fig-
ure 1). The seaward boundary of the bottom-fast ice zone commonly is marked
by tidal cracks (Figures 13 and 19). Where the 2 m contour is far from shore,
the bottom from this point seaward drops off sharply [Reimnitz and Bruder,
1972], and the bottom sediments change abruptly from well-sorted sand

inshore to poorly sorted mud offshore.

These facts and various other observations [Barnes and Reimnitz, 1974;

Reimnitz and Barnes, 1974] lead us to conclude that in terms of ice, bottom,



hydraulic, and thermal processes the 2 m depth contour represents an impor-
tant boundary. For these reasons we propose that the fast ice zone be further
subdivided into floating fast ice and bottom—fast ice (Figures 1 and 19),

with the boundary at 2 m water depth. Kovacs and Mellor [1974, Figure 3]

use the term ice~foot for this part of the fast ice. This term, however,

has generally been used for narrow belts of ice along beaches, rocky shores,
or ice in contact with open water, formed by various processes of adfreezing
on top or at the margin during onset of winter [for example, Zumberge and
Wilson, 1953; Nichols, 1961; Owens and McCann, 1970; Gary et al., 1972;

McCann and Carlisle, 1972; and Marsh et al., 1973]. An ice-foot, therefore,

should be distinguished from fast ice by its means of formation.

Stamukhi zone. 1Llarge grounded ridges form along the inner part of the shear
zone seaward of the fast ice. The fast ice'boundary is marked by the first
major ice-deformational lineament (heading out from shore) seen in Landsat
images. In the area of our detailed studies this shearline runs tangential
to Cross Island. Westward the line swings landward and again closely
approaches the next island chain some 60 km downdrift. From here it roughly
follows the 10 m isobath in a broad landward curve across Harrison Bay and

then seaward past Cape Halkett [Figures 1 and 10].

Once formation of a grounded ridge stabilizes the fast ice, successive
shear events generally occur farther seaward. These events commonly are
localized by offshore shoals (Figures 10 and 19), where ridges interact with
fhe sea floor. Grounded ice ridges forming on well-developed shoals in the
area between Cross Island and Harrison Bay eventually stabilize the ice canopy
to such a distance from shore that the westward drift of pack ice within the
Pacific Gyre is deflected offshore across Harrison Bay. This protects the
bay and allows the formation of another extensive sheet of undeformed and
immobile ice seaward of the early winter shearline inshore. The edge of the
drifting pack ice off Harrison Bay is then localized along the 20 m isobath,
where ridges form in contact with shoals (Figure 10).

There appear to be great similarities between the Alaskan Beaufort
Sea and the Siberian Sea in the location of the fast ice edge near the 20 m

isobath, and in its protection by grounded ice seaward. As pointed out .
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earlier, stamukhi--grounded sea-ice features--occur for hundreds of kilometers
along the 20 m isobath in the Siberian Arctic. Zubov [1945] states that
stamukhi (1) often occur on shoals, (2) are made up initially of heaped

blocks of various dimensions and forms, (3) usually last a few years, and

(4) act like islands in the shallow regions of the Arctic Seas insofar as

they protect the shore from the pressure of ice, thereby causing the ice
between the shore and the row of stamukhi to be flat and even, not heaped

and jumbled.

_ The term stamukha (singular for stamukhi) as defined in English-language
glossaries does not convey the meaning implied by Zubov [1945]. According
to the Glossary of Geology [Gary et al., 1972], a stamukha is "a fragment of
sea ice stranded on a shoal or a shallows." Burke [1940] and Zubov [1945]
include the grounding of floes as a mechanism that triggers the formation of
stamukhi, but indicate that they also form by hummocking of thin ice over

shoals.

The zone of grounded ridges that forms seaward of the relatively undeformed
fast ice off northern Alaska is a very important factor in the overall marine
environment and for future offshore development. It therefore seems appro-
priate to introduce a new term for this zone. Following the Russian use of
the term stamukhi, we propose stamukhi zone for the recurring belt of grounded

ridges and hummocks (Figure 19).

In the area of our detailed studies the stamukhi zone is encompassed
by the area of heavy black arrows in Figure 10. Off Cross Island the stamukhi
zone is about 20 km wide and is well defined. Off Harrison Bay it is more
than 50 km wide, but actually consists of two zones separated by a broad
expanse of relatively undeformed ice. Previous studies of this area have
assigned the ice of this zone to the fast ice zone [Stringer, 1974; Kovacs
and Mellor, 1974]. Considering ice dynamics, the stamukhi zone in early
winter is a part of the shear zone [Kovacs and Mellor, 1974], where the pack
ice of the Pacific Gyre rubs along the continent (Figure 10).
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Pack Ice Drift

Studying repetitive Landsat and NOAA«2 satellite images from the middle
of March to the end of May 1973, we found that the pack ice in the Pacific
Gyre moves westward along the continental shelf at 3-10 km per day. But

-much higher short~term drift velocities have been reported by others [Hibler
et al., 1974; Hnatiuk and Johnston, 1973]. During the period covered by our
images, slippage between the Pacific Gyre and stationary ice along the coast
generally occurred at the shelf edge. Ice on the continental shelf remained
stationary within the spatial resolution of Landsat imagery (300 m) for up
to 20 days and probably longer. Slippage occurred intermittently within or
along the seaward edge of the stamukhi zone on the continental shelf, where

much of the available energy is expended on the sea floor.

Regardless of where the slippage occurs, we found individual events to
be restricted to a zone several hundred meters wide and not distributed over
a 50-km-wide zone as stated by Crowder et al. [1973] and Hibler et al.
[1974]. Thus the calculated ice movement vectors did not indicate drag
effects near the edge of the stationary ice as postulated by Kovacs and
Mellor [1974]. 1In fact, the rate of movement in several instances was higher

at the shearline than it was ten or more kilometers seaward.

Factors Controlling Location of Fast Ice Edge

Because the edge of the fast ice and the stamukhi zone forms year after
year at roughly the same locations in the Arctic, it is of interest to examine
the causes that localize the formation of major grounded ridges and hummocks
in our study area.

Croasdale [Reed and Sater, 1974, p. 298] has pointed out that the fast
ice boundary, being similar from year to year regardless of the presence of
multiyear floes, implies that grounded ridges along the fast ice edge must
be first-year ridges. He also mentions the further implication that newly
formed ridges may therefore seldom have keels deeper than 18 m, the presumed
water depth at the fast ice edge. Indeed, according to Hibler, submarine

sonar data indicate that only 1 percent of all ridge keels are deeper than
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18 m [Reed and Sater, 1974, p. 299], a depth that may be related to the
mechanisms and structure of pressure ridges [Parmerter and Coon, 1972].
Hibler [Reed and Sater, 1974, p. 300] believes that more important than the
distribution of keel depths may be the increased current drag on ridge
keels, where the boundary layer under a moving ice cover impinges on the
bottom in shallow water. The fast ice generally grows from the shore out-
ward in response to the faster cooling rate of shallow water and the lower

salinity inshore.

. Is there some factor of fast ice thickness or strength at a particular
time of the season that determines at what distance from shore the forces
of the pack ice are arrested? 1In some areas of the Arctic the extent of fast
ice is determined by the configuration of land masses, providing shelter
against the forces of the drifting pack. All of the above factors were
considered in our attempt to answer what controls the location of the fast

ice edge in our study area.

Conditions in the winter of 1972-73 were ideal for determining what
ice types are involved in the stamukhi zone protecting the fast ice edge.
There was no muitiyear ice on the shelf from freeze up until midwinter and
therefore the ridges of the stamukhi zone were formed from first-year ice.
Our study of ice morphology and behavior indicates that the stamukhi zone
straddles the 10-30 depth range. Ice gouge density patterns off Harrison
Bay, surveyed in 1972, imply that the stamukhi zone extends to at least
40 m depth. Thus, the 18 m ridge-keel depth limit reported for 99 percent
of free-floating ridges seems to have no special significance for shallow
water depth. 1If, on the other hand;.increased current drag on ice keels in
shallow water were effective in stabilizing the edge of pack ice drift on
the shelf, this should also result in the formation of hydraulic bedforms.
Side~scan sonar techniques used in our studies are well suited for the detec-
tion of'hydraulic bedforms, we have not noticed anomalous increases of current-
produced bottom features in the stamukhi zone. Therefore, current drag
probably is not an important factor in controlling the location of the fast

ice edge and the stamukhi zone.

35



Evaluating how the strength of the fast ice influences the location of
the stamukhi zone is difficult without adequate seasonal data, The fast ice
growth rate and strength should be influenced by wvariations in surface water
salinity and temperatures on the shelf, These parameters were plotted for
August and September 1972 in the study area [Hufford et al., 1974]. The
configuration of the fast ice edge during the following winter does not show
irregularities that can be attributed to changes inwater characteristics along
the coast. Also, the greater width of fast ice in Harrison Bay, where post-
summer water cooling rates in extensive shallow areas should be higher than
elsewhere, apparently is best explained in terms of ice dynamics, as outlined
earlier. TFor these reasons we feel that the fast ice itself is not a primary
factor in determining where shearing events and ridge formation occur on the
shelf.

The last factor to consider is the relation of coastal configuration
to pack ice drift and how this may influence the location of the fast ice
edge and stamukhi zone. The regional setting is that of an irregular coast-
line tangential to the arctic pack-ice drift within the Pacific Gyre. Hibler
et al. [1974] thought of this gyre as "a large cohesive wheel slipping at the
edge." 1In this model, the location of the wheel's (gyre's) rim is determined

by the bumps in the road surface--the coastal promontories.

Major promontories in the area are Herschel Island, Barter Island,
Cross Island, Cape Halkett,::and Point Barrow (Figure 1). At the first three
promontories our observations are consistent with the assumed model. The
fast ice zone is narrow, and ridge systems seaward are closely spaced and
parallel, describing the trajectories along which the wheel slips (Figures
8 and 10). Downdrift from the promontories the early winter slip surfaces
tend to swing landward, following the broad indentations in the coastline.
Later in the season the slip surfaces generally lie farther seaward, along
rather straight lines extending from one promontory to the next. In keeping
with the assumed model, the widely spaced slip surfaces in the regions between
promontories can be related to changes in rotation rate of the slipping wheel.
When it slows down, the pressure of the pack is applied between the promon-
tories on the fast ice in early winter, or on the strongly resistant stamukhi

. zone later in winter.
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The configuration of the fast ice zone in the vicinity of Cape Halkett
needs further explanation in terms of our assumed model. The early winter
shearline and ice ridges describe a broad landward curve across the 90-km-
wide Harrison Bay (Figures 8 and 10), roughly following the 10 m depth con-
tour. Ice slipping westward along this line piles up toward Cape Halkett
and is deflected seaward for some distance north of the cape. Later in the
season, shear events projecting straight across the bay interact with the
early ridge systems at an angle. The interaction of early winter ridges
with late winter ice drift north of Cape Halkett results in the formation
of major but highly irregular ridge and hummock patterns (Figure 10). Parts
of these apparently are grounded and provide shelter for the grdwthvbf another
extensive sheet of undeformed ice seaward of the early winter shearline in

Harrison Bay.

The data analyzed suggest that the configuration and location of the
recurring stamukhi zone and extent of the fast ice in the study area may be
best explained in terms of a model in which the westward pack ice drift

interacts with an irregular coastline and offshore shoals.

Effects of Ice Zonation on Marine Geology and Bottom Processes

For the greater part of the year the relatively undeformed fast ice
rests quietly against the shoreface, unaffected by the forces of the marine
environment. Pronounced deformation of beach deposits by sea ice during
winter time is largely restricted to the major promontories such as Cross
Island. Even during the short summers, the grounded ridges of the stamukhi
zone commonly shelter the inner shelf and shore from drifting ice and limit

the fetch for wave generation.

The stamukhi zone, straddling the midshelf region, is where much of
the available marine energy is expended on the shelf surface on a year-round
basis. Ridging initially occurs between the 10 m and 20 m isobaths, stabiliz-
ing the fast-ice edge. Ridge accretion against the initial ridge system and
stabilization by bottom contact gradually shifts the dynamically active zone
seaward (Figure 19). The end result is a wide stamukhi zone. The high amount
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of energy expended on the seafloor during this process and the eventual dis-
lodging of grounded ice in the succeeding summers are manifested in the high
ice gouge intensities in this zone and the chaotic nature of internal sedi-
mentary structures. Also, a sediment textural boundary [Barnes and Reimnitz,
1974) roughly corresponds with the fast ice edge as delineated in Figure 1,

suggesting a possible relation between ice zonation and sediment transport.

There is a striking relation between ice ridge lineation in the stamukhi
zone and bathymetric shoals (Figure 10). This suggests that ice deformational
events may be affected by ice interaction with these shoals. A similar rela-
tion has been inferred for regions along the Siberian coast, where recurrent
stamukhi form on offshore shoals [Zubov, 1945]. Offshore shoals between
Harrison Bay and Cross Island have been studied with seismic profiling tech-
niques. The Holocene marine sediments in this region generally are only
several meters thick on a flat-lying sub-bottom reflector. The shoals corres-
pond to a thickening marine section, indicating that they are constructional

features postdating the last marine transgression.

The shoals and the modern barrier island have rather similar cross
sections. However, the shoals are composed of well-sorted sand with some
individual pebbles [Reimnitz and Barnes, 1974], while the barrier islands
consist of sandy gravel to gravelly sand. Because of this difference in
composition the shoals do not appear to represent drowned barrier islands.
Nearshore bars 2-3 m high are present along Pingok and adjacent islands.

These are migrating under the influence of summer waves and currents [Short,
1975]. The much larger shoals under discussion clearly do not form or migrate

under the influence of similar nearshore processes.

All available evidence leads to the conclusion that the shoals are not
hydraulic bedforms related to open-water conditions, but were formed and
presently are migrating under the influence of ice-related processes. Future
studies will have to show whether such shoals form by (a) the bulldozing action
of ice during one or several major events, (b) the cumulative effects of sev-
eral thousand years of ice push by grounded ridges along the edge of the
Pacific Gyre rubbing against the continent, or (c) winter currents being

channeled along major grounded ridge systems to concentrate available sediments

38



into sand ridges, or whether several of these processes act together to form

the shoals,

Shoals in the stamukhi zone are not restricted to the region of our
studies but extend westward to Point Barrow, according to National Ocean
Survey chart No. N.0. 16004 (1973 edition). East of Cross Island similar
shoals are shown, but they are not so numerous there as in the western

sector. This may be due to a lack of sounding data.

Where the stamukhi zone lies close to coastal promontories, as off
Cross Island, the seafloor slopes steeply away from the beach. Where it lies

several kilometers offshore, bottom slopes are gentle.

In summary then, we see a causal relation between the overall shelf
profile and winter ice dynamics and ice zonation. On low-latitude shelves
the high-energy surf zone shapes the shelf profile in the coastal environ-
ment. Along the Beaufort Sea coast, ice dynamics in the stamukhi zone of
the central shelf leave an imprint in the form of pronounced shelf profile
anomalies. But the effects of the stamukhi zone are probably not restricted

to marine geology, geomorphology, and seafloor dynamics.

If major ice ridge systems conform to the bottom for considerable dis-
tances, the stamukhi zone may be an oceanographic barrier separating the
inner shelf from the open ocean. The reported sediment boundary along the

fast ice edge may be related to this in some still unknown way.

Winter temperature profiles of floating ridges with values as low as
-24°C in the upper part, increasing to seawater temperature at the keel,
have been reported. Elimination of water circulation by bottom contact would
result in lower keel temperatures of a grounded ridge, and such lowered tem-
peratures would ultimately reach the sea floor. Thus, the thermal effects
of grounded ridges in the stamukhi zone may affect the nature and distribution

of offshore permafrost.

Implications For Offshore Development

Several aspects of results reported here are of relevance to planned

offshore development of the Prudhoe Bay o0il field. In the near future offshore
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development probably will be restricted to the shelf landward of the stamukhi
zone, the least hostile environment, Such developments may include construc-
tion of artificial islands, as in the Mackenzie Delta region, and special |
drilling platforms to withstand the forces of drifting ice floes and ice

island fragments.

The extent of the fast ice zone off Prudhoe Bay is controlled by Cross
Island, which appears to be a typical barrier island. This island has changed
little since it was mappéd accurately some 25 years ago. A small house on
this island has been unaffected by ice push for some 30 to 40 years. The
shoals between Cross Island and Harrison Bay, whatever their origin, today
take the brunt of the ice forces year round. Moreover, they seem to influence
winter ice dynamics and extent of the fast ice. The shoals have migrated
several hundred meters during a 25-year period, yet they have retained their

overall identity.

From these observations it appears that artificial drilling islands,
placed within the fast ice zone shoreward of the stamukhi zone, have a good
chance of withstanding the forces of the ice in this area. Furthermore,
similar structures properly placed in the stamukhi zone might be used to

extend the area of fast ice seaward.

SUMMARY OF CONCLUSIONS

(1) The ice pack rotating clockwise within the Pacific Gyre rubs along the
continental margin north of Alaska, resulting in the formation of major
linear ridge systems every winter. Initially, their location is princi-
pally controlled by major promontories. These ridges are stabilized by

grounding, which is focused by shoals downdrift of major promontories.

(2) Slippage occurs intermittently along or seaward of the grounded ridges,
forming new grounded ridges in a widening zone, the '"stamukhi zone,"

at depths of 10 to 40 m.
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(3)

(4)

(5)

(6)

(7

(8

(9

(10)

(11)

During long periods between these intermittent events along the stamukhi
zone, pack ice drift and slippage are continuous along the shelf edge at

average rates of 3-10 km per day.

Slippage is observed to occur in a zone several hundred meters wide,
the ice for tens of kilometers seaward of the slip boundary moving at

uniform rates, generally with no observed drag effects.

The seasonal fast ice grows in the protected belt between the stamukhi

zone and the land, remaining relatively undeformed.

This fast ice zone is further subdivided into floating and bottom-fast
ice. The latter may extend up to 15 km from land, and can constitute

as much as 75 percent of the total fast ice zone.

This zonation is different from previously used zonations, in that the
stamukhi zone is not part of the fast ice zone. The proposed nomen-

clature emphasizes ice interaction with the shelf surface.

Much of the available marine energy is expended on the seafloor within
the stamukhi zone, while the inner shelf and coast are relatively pro-

tected year round.

Energy expended on the seafloor is manifested in the high ice gouge
density, deep ice gouges, and intensely disrupted internal sedimentary
structures within the stamukhi zone. There also is strong evidence that
the stamukhi zone influeﬁces distribution of sediment textures on the
shelf.

Shoals that presently localize major linear shear ridge elements within
the stamukhi zone may originally have formed in response to ice-bottom
interaction within the shear zone and today appear to be migrating under

the influence of ice-bottom interaction.

Anomalies in the arctic shelf profile are related to sea ice zonation

and sea ice dynamics.
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(12) Artificial islands similar in nature and location to the shoals studied

should be able to withstand the forces of the ice for 10-20 years.

{
. (13) It seems possible that artificial islands, properly placed, may be used
to modify the location of the shear zone and open larger areas of the

shelf to development.
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Fig. 2 (facing page). 4 Oct. 1972 Landsat-1 image showing formation of new ice on
the shallow inner shelf and drift accumulation against south side of barrier
islands. No old ice is visible within the area of the image (1073-21223).
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Fig. 3 (above). Landsat images for 14-16 March 1973 (1234-21175, 1235-21241,
1236-21297) show recent shore-parallel lead (A) and roughly shore-normal
lead (B). Configuration of A indicates that seaward ice has been dis-
placed eastward 2 km relative to the stationary ice. In early April
(1252-21175, 1253-21233, 1254-21292), an active shearline (C) paralleling
the shelf edge was associated with westward pack ice displacements of 4 km
per day. The displacement, shown by length of arrows, was uniform through
a zone 24 km wide seaward of the slip face.

Fig. 4 (facing page). Visible~band NOAA-2 satellite image taken 5 April 1973,
The large (40x15 km) polynya shown in Fig. 3 (D) can be identified on this
image. A curvilinear lead extends from the shelf-parallel shearline for
hundreds of kilometers into the Arctic Ocean. ‘
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Fig. 5. Comparison of the location of major lead seen
on NOAA-2 images for 26 March, 31 March, and 1 April
1973. The large dots mark points along the lead
identifiable in all three images, The pack ice in
a zone 350 km wide north of the coast-parallel shear-
line moved uniformly at about 10 km per day.
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Fig. 6. Landsat image (no. 1308-21290) of 27 May 1973 showing recent
irregular refrozen cracks about 10 km west of Cross Island produced
by ice deformation along early winter shearline. A pronounced coast-
parallel, active shearline follows the 20 m isobath across Harrison
Bay. Comparison with ice features identifiable on previous day's image
(solid lines) reveals uniform westward displacement of 6 km per day
over the shown strain network extending some 90 km seaward of the shear-
line. No drag effects are visible near the stationary ice/drifting
pack ice boundary.
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Fig. 7. Tracing from NOAA-2 visible-band images of 5
April and 27 May 1973, showing westward displacement
of long lead seen in Figures 4 and 5. During the
52-day period, displacements ranged from 160 km
(3 km per day) near the continent to 80 km (1.5 km
per day) at a point 450 km seaward of the coast.
Differences in displacements are considered to be
representative of points at various distances from
the center of the clockwise rotation within the
Pacific Gyre.



Landsat-1 image (1344-21283) made 2 July 1973, showing initiation
Ice on inner and outer shelf west of Oliktok Point
A zone 15 km wide coinciding with
This breakup

Fig. 8.
of sea ice breakup.
is breeking up and moving westward.,
zone of major shear events during winter remains intact.
pattern suggests the presence of stamukhi along the 20 m isobath.
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Fig. 9. Mosaic of U-2 color infrared photos taken from an altitude of 20,000 m on 21 July 1974.
Flightline extends north from Prudhoe Bay. Sea ice morphology is similar to that of 1973.
Smooth fast ice, lightly deformed shortly after freezeup, extends to just beyond Reindeer Island,
followed by strongly lineated and rough ice in the stamukhi zone and a zone of mobile ice on
the outer shelf,
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represent shear ridges, pressure ridges, and linear hummock fields.
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Fig. 11 (facing page). Oblique aerial photograph taken northeast
of Pt. Barrow on 13 August 1975. Grounded ridges (stamukhi)
occur along lines paralleling isobaths (upper quarter of photo),-
marking a distinct boundary between scattered ice on inner
shelf (central part of photo) and tightly packed ice beyond.
Water at bottom of photo is a lagoon.

Fig. 12 (facing page). June 1970 photograph of ice push features
on Narwhal Island. Such features and associated beach deforma-
tion recur annually on major coastal promontories such as
Narwhal Island and Cross Island that are exposed to shear zone

dynamics.

Fig. 13 (facing page). Example of barrier island beaches that lie
downdrift of major promontories and landward of shoals. Photo-
graphed in May 1972 on Long Island. The 2 m isobath seaward of
beach is marked by characteristic tidal crack in relatively

smooth fast ice.
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Fig. 13
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Fig. 14. Comparison of bottom profiles off Cross Island, where the shear zone
impinges on the coast, and Spy Island (Fig. 15), protected by stamukhi on
offshore shoals.
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Fig. 15. Bathymetry of inner shelf within central part of study area. The contours are based on U.S,
Coast and Geodetic Survey smooth sheets, surveyed from 1949 through 1951 along a dense pattern of
accurately controlled sounding lines. The locations of individual shoal profiles shown in Fig, 16
are keyed by letter.




LANDWARD SEAWARD

Fig. 16. Cross-sectional profiles of shoals as sur-
veyed 1949-1951 (dashed line) and 1975 (solid line).
All but one of the shoals have migrated landward
through distances of 100-400 m over 25 years.

60



150°

e . .
Morch 14° .
o .

LT

XXX

Bay

“GOUGE DENSITY-no. per km of track
v 50-100 "
> 100

1

Bathymetry in metres

70

Fig. 17.
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Locations of several major 1973 shear events (dotted
lines) that were actually observed in Landsat images or could
be dated within narrow time limits. Related to these events
are ice gouge density values (hachures) from 1973 sonographic
surveys after Reimnitz and Barnes [1974]. The dark area off
the Sagavanirktok River defines the extent of freshwater over-
flow during the shear event of 26-27 May.
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Fig. 18, Line drawing of 1973 higheresolution seismic reflection
(top) and ice gouges on side~scan sonar (bottom) records, ob=
tained concurrently across early winter (1972) shearline boundary
off Cross Island. Abrupt break in ice gouge density and nature
of sub-bottom reflectors coincide with slight break in bottom

slope. Landward of the shearline only minor gouges are apparent,
while seaward the bottom is densely gouged.
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Fig. 19. Seasonal development of ice zonation in relation
to bottom morphology: (a) fall, (b) winter. Drawings
by Tau Rho Alpha.
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Kovacs ond Mslior (1974)

Stringer (1974)

Fig. 19 (continued). Seasonal development of ice zonation in relation to
bottom morphology: (c) spring. Drawing by Tau Rho Alpha.
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A SIMULATION OF INERTIAL OSCILLATIONS OBSERVED
IN THE DRIFT OF MANNED ICE STATIONS

by

M. G. McPhee
AIDJEX

ABSTRACT

A simple model for simulating the motion of pack ice during periods
of energetic inertial oscillation is developed by writing an inte-
grated momentum equation for the ice-upper ocean system driven by
surface wind stress. Dissipation in the system is modeled by a
damping term proportional to the component of mass transport par-
allel to the wind stress. Ice velocity is related to total trans-
port by considering an idealization of mean boundary layer currents
measured at AIDJEX camp Jumpsuit in 1972, The model is used to
simulate three periods of drift measured at AIDJEX ice stations in
summer and early fall of 1975. It is shown that the model much
better reproduces observed inertial velocities than does a similar
"free drift" model in which the ocean exerts a passive quadratic
drag. At certain times the model predicts too much amplitude for
the inertial waves, and this is interpreted as indicating that

the internal stress gradient in the ice is then strong enough to
inhibit oscillation.

1. INTRODUCTION

Trajectories of measured position for manned camps in the 1975-1976
ATDJEX (Arctic Ice Dynamics Joint Experiment) field experiment are sometimes
characterized by what appears to be approximately circular motion superimposed
on straight drift tothe right of the surface wind. The looping motion often
persists for several cycles, each cycle taking close to 12 hours. Hunkins

[1967] inferred a similar cycloidal track from the speed of deep ocean currents
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measured relative to ice station T-3. He ruled out tidal motions and went
on to suggest qualitatively a mechanism by which inertial waves excited by

abrupt changes in the observed wind could explain the drift.

Pollard and Millard [1970] presented observations of inertial oscilla-
tions in upper ocean currents records from which they formulated a model for
wind-driven mass transport with linear damping. Using a rather simple mixed-
layer model to relate current velocity to transport, they simulated current
response to measured wind and demonstrated well the tendency of the upper
ocean to "ring" in response to sudden wind shifts. Their model did not
estimate a surface current, which would be required, for instance, to track

a floating object.

Besides being intrinsically interesting, study of inertial motions may
aid our understanding of ice dynamics by indicating, for example, how the
inertia of the oceanic boundary layer compares with that of the ice cover,
under what conditions rapid changes in the wind stress field are passed
through the ice to the ocean, and what effect the waves have on ice produc-
tion. In this paper a simple point model for the integrated momentum (mass
transport) of the ice-ocean system is proposed; the equations are solved
using wind stress observed at drifting ice stations in the 1975-1976 AIDJEX
array; the ice velocity is related to the total transport by means of a simple
boundary layer model; and the results are compared with ice drift data. The
intent here is not a rigorous investigation of the time-dependent boundary
layer, but rather to see if a simple model consistent with our present know-

ledge can simulate the observed inertial response in the ice-ocean system.

2. THE MOMENTUM EQUATION

We can write an equation of motion for any element in the ice-ocean

system as the following

~

14 ~
p[§£+kaV}=V'T' (1)
where the over-arrow indicates a vector, kX is the vertical unit vector,~1' is

an infinitesimal stress tensor, and f is the Coriolis parameter. In most
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treatments of ice dynamics [e.g., Rothrock,'l975], conditions are considered
uniform through the ice thickness, % = m/Pice> Where m is the mass of the

ice column per unit area, and the equation is written

) ~
m[-g‘bi+ka$i]='?a+¥w+vh-gl (2)

>

where V; is the ice velocity; g, is a stress tensor integrated through the

ice thickness and including in some form effects like sea-surface tilt, the
3 3 +

atmospheric pressure gradient, and contact stress between floes; and T4 and

>

T

w are surface tractions exerted by the air and the ocean. For rapid varia-

>
tions, Ty is difficult to assess because the water column as well as the

ice responds at the inertial frequency.

Y

An alternative approach, the one taken here, is to consider the momentum
of the whole ice-upper ocean column as shown schematically in Figure 1. We

can define the total mass transport (i.e., the integrated momentum) as

oM ~
5T

e

where U is the velocity vector at each level in the water and # is the maximum
-

depth of frictional influence. As written, M7 includes transport associated

with the geostrophic surface current in the ocean.

As long as the underlying geostrophic flow_ﬁg (equal to 3(2 = [} is
relatively constant, we can write the momentum equation in terms of the wind-

driven transport relative to 3g, without loss of generality, as
> -+ > > 0 > >
M=Mp - Mg =m(Vy - Ug) + Pyl - Up) dz )
‘ -H
and equation (1) can be written

0

- > .

MT=mVi+I pwﬁdz 4
-H
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where the effect of sea-surface tilt on both ice and water is implicit in
the Coriolis term on the lefthand side. fc represents the sum of all hori-
zontal differential forces actiﬁg in the ice-water column and would include,
for example, an internal stress gradient integrated through the ice, time-
dependent or baroclinic pressure gradients in the boundary layer, or other
such phenomena. To investigate the inertial response of the system, we wish
to find a time when the effect of ﬁé, which is in general quite complex, is
minimized. Intuitively, it seems fg should be small in the summer and early
fall when the pack is weakened by open leads and melting. During other
seasons, we might look for periods of divergence in the pack, but caution

is required here since divergence in the pack implies divergence and upwell-

in the water column, which might add appreciably to f .

On the other hand, there will always be some dissipative process in the
system and thus %B cannot be identically zero. Pollard and Millard [1974]
acknowledged this by including linear damping in their model (i.e., ?6 = —cﬁ).
In the present model their philosophy is taken, but the approach is modified
somewhat to account for an additional factor: wunder most circumstances the
ice will be much more effective than the upper ocean at damping differential
motions. However, there may exist times when even a highly dampening ice
cover may come to equilibrium under a uniform stress. This happened in 1972
when the ice tracked straight for several inertial periods with stress bal-~

anced approximately by transport 90 degrees to the right.

>
Therefore we wanted an expression for F5; which would allow a steady-

state

and would model the tendency of the ice to jam and dissipate kinetic energy
during periods of rapid change. A simple expression satisfying these con-

straints for any finite wind stress is given by

 =dyf BT
0 T T oq I{_ |2 Ta
a
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> > >
Thus F0 depends on the component of M parallel to T, and acts to oppose

S
changes in 15.

Given the forcing air stress, equation (4) can be written

Eﬂz_;.ffgxﬁ_‘* dof(ﬁ‘?a)-*
ot .-Ta.— 21 ,7[),2 a
a

and solved iteratively. The task still remains to provide a quantitative
relationship between ice velocity and the total transport. In the Pollard
and Millard [1970] model, the subsurface current is related to the transport
by assuming the momentum to be uniformly distributed throughout the mixed-
layer depth, i.e.,

-5

B o8
M = pHU

This ignores the fact that there is a complicated structure to the boundary
layer, and that the surface velocity (which would be the ice velocity in our
case) is not perpendicular to the stress. In the next section a more real-

istic model is developed.

3. THE ICE-OCEAN BOUNDARY LAYER

In order to relate the transport in the water columm to that of the
ice, we considered detailed measurements of the flow structure made during
the 1972 AIDJEX pilot study [McPhee and Smith, 1976]. TFigure 2a shows a
hodograph of currents measured relative to the current at 32 m over 5 hours
of uncommonly steady flow. The relative velocity at 32 m was within about
2 cm sec ! of the relative velocity of the bottom and thus 32 m was taken
as a reference level for wind-driven transport. At the time shown the mixed
layer was about 38 m thick. It is worth noting that during this storm, which
lasted several days in April, there was very little indication of the inertial
waves described later in this paper and, for the time period shown, flow in
the boundary layer approached a steady state for several inertial periods.

The x-axis is parallel to the relative current at 2 m, which is taken to be
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the direction of stress between water and ice. The angle between ice velocity
and interfacial stress is B. TFigure 2b shows vertical profiles of Up and Uy

components relative to 32 m.

For a steady state the stress at the interface is proportional to the
transport of water mass in the y-direction, which is given by the area under
the Uy profile. Although U, is large at the surface, the net area under its
profile is small. TFrom considerations of inhomogeneity discussed in detail
elsewhere [McPhee, 1974}, the Uy profile, representing the average net trans-
port, is taken to be approximately linear from its value at the surface to
zero at the base of the boundary layer, hbl' Since the surface value is known
when the turning angle, B, and the relative ice velocity, ? = ?i - 3g’ are
known, the area can then be estimated from %pj. Evidence from McPhee and
Smith [1976] indicates that hyy is proportional tou,/f and we can idealize
the Uy profile as shown in Figure 3, where the proportionality constant

ch/sin B is chosen so that the transport magnitude is given by

Iﬁwl =

Referring to Figure 2a, it is clear that the transport is directed at an

>
angle (90° - B) clockwise form V; this is represented vectorially by

ﬁw = -fﬁ?ﬁ! Vkx (T B)

where B is a rotation operator

cos B sin B

-sin B cos B

For steady state conditions
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and
> ->
Ty = ~Puly VIV = 1)

which is the expression for the water stress term now used in the AIDJEX ice

model [McPhee, 1975].

The total relative transport is given by

Mo=mv + EE-C:H-V i X (? « B)
f 2
when the drift is steady. In the present model, we assume that this relation-
ship is satisfied at all times, in effect ignoring that the water column at
any level will not adjust instantaneously to changes in ice velocity. This
assumption is crucial if simplicity is to be maintained, and is not overly
restrictive as long as the somewhat artificial damping term in the momentum
equation is stipulated. Thorndike, in a related work (unpublished manuscript),
has analyzed the time-dependent behavior of a simple two-layer system coupled
by stress proportional to the velocity difference between layers. He showed
that the transient adjustment in the system to the sudden onset of a constant
wind stress is both short-lived and small in amplitude when compared with the
undamped inertial oscillations in each layer. With a real time~varying wind
stress the effect would be more pronounced, but it seems reasonable to param-
eterize it as a damping term in the momentum balance as we have done here.
There is also experimental evidence [McPhee, in preparation] that shows the
relative inertial (high frequency) motion between ice and the current measured
at 2 m to be quite small, even though in the mean there is substantial shear
between the two levels. This implies that the magnitude of inertial motions
at 2 m is almost as large as that of the ice, emphasizing the importance of

the inertia of the water column.

>
Once M is determined, the implicit equations for components of v can be

readily solved.
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4. OBSERVATIONS

Positions of manned camps in the 1975-1976 AIDJEX field experiment were
determined by use of Navy Navigation Satellite. Each fix, of which there are
typically 30 per day possible at ice camp latitudes, is accurate to within
50-80 m, but the accuracy can be improved by spatial and temporal error smooth-
ing by a process called Kalman filtering [Thorndike, 1974]. The output of
the filter is time series of position, velocity, and acceleration at three-
hour intervals. Although the filter attenuates real short-period motion
along with the errors, with enough fixes it is estimated to pass about 40%-
50% of ' the spectral power at 12.4 hours [A. Thorndike, personal communica-
tion], which corresponds to the inertial period at 75°N. 1In order to infer
the relative ice velocity, %, from the absolute position, some knowledge of
the geostrophic flow in the region is necessary. It is thought to be small
from previous work [Newton, 1974] and this has been borne out by observation,

although its exact magnitude and orientation are not known.

A different approach to measuring ice velocity, particularly with respect
to geostrophic flow in the ocean, is to suspend current meters at some level
below the wind-driven boundary layer. This was done as part of the routine
environmental data collection at the manned AIDJEX camps with current samples
every 30 seconds at 30 m below the ice [Hunkins, 1975]. As long as the
boundary layer does not exceed this depth and baroclinic currents are small,

the negative of the measured velocity should be the quantity, ? = ﬁi - 5

g-
The current meter measurements are subject to directional errors of at least
t5 degrees; each meter has a dead band of 10°-15° about its zero crossing,

and as currents become small, threshold problems are encountered. Care should
also be taken in interpreting measurements made below the mixed layer, since
baroclinic currents in the upper pycnocline are not uncommon. During periods
of appreciable ice drift, STD profiles indicate that the water columm is

usually well mixed to below the 30 m level, although during calm periods in

summer stratification can extend to the surface.

Figure 4 shows the filtered NavSat trajectory of Big Bear for the period
7 August 1975 to 17 August 1975 (00 GMT, calendar day 219 to 00 GMT day 229).

The period chosen exhibits the characteristic scallops associated with inertial
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waves. Figure 5 shows ice velocity components from the two sources discussed
above: the absolute filtered NavSat velocities (top trace) and the negative
of the current measured at 30 m (bottom trace). In the coordinate system

used, U is the east-west velocity (zonal) and V is north-south (meridional).

For the most part the curves coincide fairly well. Gaps in the current
record indicate large variance in the hourly means, probably caused by the
dead-band problem mentioned above. The fact that excursions are greater in
the current meter record is taken as confirmation that the inertial wave is
better defined by the more rapid sampling. The comparatively smooth peaks
in the NavSat components from day 225 to 227 reflect a reduced number of
available fixes, and serve to emphasize that the sampling is not uniform in
time. The curves demonstrate the general conclusion that ice veloecity with
respect to the 30 m level provides a believable estimate of ?, including the
inertial content. In what follows, velocity simulations are compared with

the negative of the relative current at 30 m.

5. SIMULATION

The motion of Big Bear for the 10-day period was simulated by calculat-

ing air stress from the wind measured at 10 m according to

> > >
Ta = Pa cyy IUIOI Ui,

with ¢, = 0.0027 [E. Leavitt, personal communication]. The stress components
in the x (east) and y (north) directions are shown in Figure 6.

For comparison purposes, in all the simulations the velocity was first
predicted using a "free drift" version of equation (2), with "passive drag,"

i.e.,
o
o > ->
m[g_gi-ka V] =Ta+7[>w
with

>

>
Ty = ~Pyey V(T - B)
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so that the simulation includes only the inertia of the ice. The middle
traces of Figure 7 show the results of the calculations with m = 300 gm cm—z,
e, = 0.0055, and B = 23°. The inertia df the ice appears to be quickly
damped by the passive water drag and the response follows the wind stress
closely. Comparison between measured (top trace) and predicted (middle
trace) components shows that the mean trend is fairly well represented, but

that the inertial response is badly under estimated.

The total mass transport equation, (5), was then integrated for the
same wind stress with do, the damping factor, equal ot 0.25. The time step
was 4 minutes, with ﬁ solved for v at hourly intervals and the results
plotted as the bottom traces of Figure 7. For the first part of the 10-day
record, the inertial simulation seems to quite successfully reproduce the
observed oscillations perhaps showing a little too much response to the
initial wind pulse and drifting slowly out of phase as the ringing dies down.
After day 226 the waves are small, which could be due to a general tightening

of the ice that would, in effect, increase d;.

The model was also tested using winds and currents measured at station
Caribou for a 20-day run from 29 August 1975 (day 241) to 18 September 1975
(day 261). Results are shown in Figure 8 using the same parameters as for
Big Bear, except d0 = 1.0, which appeared to give the best fit overall.
Although there are some periods (e.g., days 241-244) when the damping appears
somewhat strong and others where there is phase drift, the model does a
remarkable job considering the crudeness of the boundary layer treatment.
Note that inertial ringing is present throughout the whole period, in con-

trast to the Big Bear study in whiclf oscillations were very small on days
226-229.

6. INERTIAL OSCILLATIONS AND INTERNAL ICE STRESS

The previous examples suggest that the model might be useful for iso-
lating periods of free drift, the theory being that if the observed wind
drove inertial waves in the model when none were actually observed, one

might then infer qualitatively that the ice was supporting an internal stress
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gradient. An interesting example is shown in Figure 9, where the motion of
Caribou has again been simulated using the same parameters as for the run
on day 241-261. For brevity, only the U component is shown. Waves are
clearly evident at the start and near the middle of the period, but there

are also times when the motion is severely damped.

It is germane to point out that on day 275 (2 October 1975), the main -
AIDJEX camp Big Bear, which was about 70 km northeast of Caribou, suffered
enough deformation and cracking to cause most of its scientific program to
be discontinued. There was hope that the camp might be re-established, but
about eleven days later (day 286) it again broke up and was subsequently
abandoned. The motion record for Caribou, especially when compared with
the simulation, suggests that during those times there may have been a gen-
eral tightening of the ice with enough stress gradient to cause failure at

weak points.

A notable sidelight on this is that Fridjof Nansen, during the drift of
the Fram, noted periodic increases in ice pressure on the ship's hull. 1In
his diary dated 13 October 1893, he wrote:

"It occurs with greatest regularity. The ice slackens twice and

packs twice in twenty-four hours. The pressure has happened about

four, five, and six o'clock in the morning, and almost exactly the

same hour in the afternoon, and in between we have always lain for

some part of the time in open water.”" [Nansen, 1968]

He naturally enough attributed the fluctuations to tidal motion (the inertial
period at 78°N, about where the Fram was located, is 12.27 hours), and in
fact correlated them with the new moon. Later he expanded on his observations:

"But these tidal pressures did not occur during the whole time of

our drifting. We noticed them especially the first autumn, while

we were in the neighborhood of the open sea north of Siberia, and

the last year, when the Fram was drawing near the open Atlantic

Ocean; they were less noticeable while we were in the polar basin.”

[Nansen, 1968]

From a cursory reading of his diary excerpts, it appears as if the per-
iodic pressures were also correlated with the changes in the wind, and it
seems plausible that the variations were caused by inertial accelerations

rather than by tidal motion. During the summer, the waves are largely
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unconstrained, and perceptible only with highly accurate navigation or current
meters. However, in the fall the pack must go through a transition to its
compact winter state and at these times, when part of the pack is freely
oscillating and part is constrained, there must be zones with much periodic

deformation. It may have been just such a zone that Nansen was describing.

7. CONCLUSIONS

Results showh here indicate that for short-term response (periods less

than a day) the inertia of the water column is an important part of the

total momentum balance. They also show that by a fairly simple extension of
our present conceptual model of the ice-ocean boundary layer, we can simulate
the inertial response with some sué&ess. It is not clear, however, what
implication the study may have for large-scale modeling of pack ice, for even
if short-term response were a desired goal, it is questionable whether realis-
tic models can predict the local wind field well enough for this type of
calculation. Over longer time periods, the difference made by including the
inertia of the ocean in dynamical simulations might not appear above the

uncertainty in drag coefficients, although this is by no means established.

The spatial variation and coherence of the waves are subjects of consi-
derable interest (although not addressed here) because of the potential role
they play in producing new ice. If the waves cause divergence and compression
over large areas in newly forming ice, they would tend to mechanically thicken
young ice and open new water to rapid freezing, thus greatly increasing the

overall production of ice.

Aside from these considerations, the exercise emphasizes an important
aspect of the ice-ocean system that may sometimes be overlooked: mnamely,
that because ice accounts for only a fraction of the total mass transport
rightward from the wind (cum sole), tendencies toward convergence or diver-
gence of mass are at least as pronounced in the oceanic boundary layer as
they are in the ice itself, and may have an important effect on the long-
term momentum balance. How these boundary layer phenomena are included in

a realistic pack ice model is still an open question.
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Finally, it seems appropriate to stress the possibility, by detailed
study of the summertime boundary layer under pack ice, of enhancing greatly
our general knowledge of time-dependent Ekman layer dynamics. An accurate
survey of mean and fluctuating currents at several levels in the upper ocean,
along with rapid sampling of the density field as the ice drifts through
episodes like those described in this paper, could be an invaluable data set.
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motion.
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Fig. 2a. Hodograph of measured mean velocities with respect to the 32 m
level at AIDJEX station Jumpsuit, afternoon of 12 April 1972. Depths
are from the ice underside.
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Fig. 2b. Vertical profiles of mean velocity. U, is in direction of
surface stress. '

79



Vsin B

b= |
T z=0, ice underside
RN S
Fig. 3. Idealized Qﬁi?‘ Tdealized oy
profile of mean NS idealize Uy profile
velocity perpen- "
dicular to sur-
face stress in Q
the upper ocean. <
1
~Z= -H
7527 ' ' ‘ ' ' 7]
750+ i
219.0
750F +, b 4
Sgoeses .\
QO |
AS] N
2749} \, 222.0 |
S \
~ \
L\
7481 \ -
i\
™ e £2290
.y \ -
4.7 Y, \\““j/ \“}
" 2250 ,
746 L 1 L 1 1 -
-1430 -1425 -1420  -l4i5 -141.0 -1405 ~-1400

Longitude
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Fig. 5a. Comparison of zonal velocity (U component) obtained
from NavSat positions (top trace) with velocity obtained
from current meter suspended 30 m below ice (bottom trace)
at Big Bear.

Fig. 5b. Meridional (V) component.
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Fig. 6a. Zonal component of wind stress at Big Bear from 10 m

wind with Cip = 0.0027.
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Fig. 6b. Meridional componént of wind stress.
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Fig. 7a. Observed and simulated zonal velocity at Big Bear.

Top trace: observed; middle: simulated using passive water
drag; bottom: simulated with inertial model, do = 0.25.
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Fig. 7b. Same except meridional component.
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Fig. 8a. Observed and simulated zonal velocity at Caribou, 29
August 1975 to 18 September 1975. Top trace: observed; middle:
simulated, passive water drag; bottom: simulated with inertial

model d, = 0.100.
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Fig. 8b. Meridional component
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Fig. 9. Observed and simulated zonal velocity at Caribou, 28
September 1975 to 18 October 1975. Top: observed; middle:
simulated, passive drag; bottom: simulated inertial, d, = 1.00.
Note transition to conditions more typical of winter after
day 274 and again after day 283.
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PIBAL/ACOUSTIC RADAR DATA IN MEASUREMENT AND COMPUTATION
OF AIR STRESS OVER PACK ICE

by

Frank Carsey and Eric Leavittl
AIDJEX

ABSTRACT

The use of planetary boundary layer thickness derived by acoustic
radar in the estimation of air stress over pack ice is discussed.
Pilot balloon winds are normalized and evaluated through this
thickness prior to momentum integration of the Ekman force balance
equation and prior to the construction of seasonal mean profiles.
Examination of individual and constructed mean profiles leads to

a stress relation T = (0.5 * 0.1) of Z{ G sin 0, where stress T

is obtained from Coriolis parameter f, inversion height (boundary
layer thickness) 24y, geostrophic wind speed G, and total wind
turning o. The direction of mean stress from the integrated
profiles over the entire year is significantly skewed some 16° to
the left of the surface wind. When this skewing is interpreted

as error due to baroclinic wind, a boundary layer thermal gradient
parallel to the pressure gradient is indicated.

INTRODUCTION

Because air stress is the dominant force that drives the pack ice, part
of the AIDJEX program to model pack ice behavior is to develop air stress
models suitable to pack ice, evaluate the model parameters, and test the
models with results from the year-long main field experiment. There is no
simple way to measure total stress in the field; theoretical devices must be
employed. In the search for'proxy measurables to yield an "observed" air
stress, the modeling methods that are inevitably incorporated produce a semi-
empirical stress model. Each handling of the data influences the theory, and

vice versa.
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The purpose and limits of AIDJEX call for a model driven by measured
surface atmospheric pressure. From these data the geostrophic wind can be
derived and a synoptic surface chart drawn by computer-fitting a polynomial
to the measured pressures [Brown et al., 1974]. Noise in the pressure measure-
ment results in some 10% uncertainty in the value of G, which leads to con-
siderable difficulty in evaluating the curl and diéergence of the G field.

For these reasons the AIDJEX air stress model should.be one strongly dependent
on the geostrophic wind field, weakly dependent on the field derivatives, and

completely independent of measured winds and fluxes.

AIR STRESS MODELING

The first success in measuring and modeling air stress was that of Ekman
[1905], who was in fact studying air stress on arctic pack ice. Ekman con-
sidered a single layer planetary boundary layer (PBL); Taylor [1915] implicitly
subdivided the PBL into two layers; Rossby [1932] examined a two-layer system.

Their results are:

11
(Kg H*/6?

Ekman [1905]: /G

1
Taylor [1915]1: u,/G = (2Kg f)2 sin a/G

Rossby [1932]: u,/G = % K sin o, Ky = 0.065

where U, = VT/p is called the friction velocity for stress T and air density

p, G is the geostrophic wind épeed, Kg and KR are eddy viscosity parameters,

f = 20 sin 6 is the Coriolis parameter for earth's rotation Q and latitude 8,
and 0 is the total turning of the wind from above the PBL to the surface.

More recent modeling of the ratio u*/G has generally resulted in param-
eterization schemes involving extensive input fields. Malgarejo and Deardorff
[1974] and Blackadar and Tennekes [1968], for example, construct models of
u*/G which involve knowledge of heat flux and eddy viscosity fields. Brown
[1974a] has devised a two-layer model including secondary flow which yields

the result
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u,/G = [sin a + C, (cos o -~ sina)1/C, 2)

where ¢, and C, are defined as

Gy

S/h
3

c, 6/zs

§ is the outer layer characteristic scale height, % is the height of the
interface,and zg is the scale height of the surface layer. 1In general, C,

and C, must be taken as nearly free parameters with C, reflecting surface
roughness. The total turning o is the major stratification parameter, although

apparently C; may vary with stability also.

MOMENTUM INTEGRAL MODELING

The modeling method to be discussed in this report is a stronger empirical
approach which relies heavily on the early stress calculations of Ekman and
Taylor as initially applied by Brown [1974b]. The Ekman force balance component

equations can be written for G = (G,0,0) and horizontial homogeneity:

(%)

pf v
(4)

2
0z
~ofu - @ = & (¥

in the coordinate system where v(2) is the wind component normal to the geo-
strophic direction and u(3) is the wind component along the geostrophic direc-
tion. Here % is the stress in the x, or geostrophic, direction. The above
equations yield independent x and y components of stress (and hence a stress
direction as well as magnitude) upon being supplied with wind profiles in

the vertical. To use the eqﬁations, both sides are integrated from the surface
to the PBL top at 2 = Zj, where the stress is taken to be zero. Clearly, wind

wind profiles can be generated a priori and integrated to produce "reasonable"
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results. These operations each yield a variation of a general equation for

stress at 2 = 0

T, = A4 f 2{ G S(0) (5)

where 4 and S(a) depend on the details of the shapes of u(z) and v(2) chosen.
Examination of the PBL models for u*/G listed above suggests that S(a) =

sin o is a suitable trial function. For the constant 4, Brown [1974b] obtains
A = 1, Taylor [1915] suggests A = 1/m, and S. P. S. Arya (private communication)
suggests 4 = 0.4 for the neutral PBL to 4 = 1.0 for the unstable PBL. The
average of these numbers is 0.57. Merging all of the above, a trial stress

equation would be

T, = 0.57p f 23 G sin (o) (6)

While this is not an acceptable model, since Z; and o must be supplied in
addition to G, this equation is a vehicle for a transition from measured to

modeled stress.

In general, the Ekman force balance equation can be applied only with
great care. The equations, as written, are true at every point in the flow
which is in steady state and free of horizontal inhomogeneity. Clearly, the
surface layer is not free of these contaminants and the equations cannot be
applied here. Above the surface layer one must be confident that the local
pressure gradient as measured at the surface, over large horizontal scales,
is appropriate throughout the PBL. In a later section of this paper the
effect of temperature gradients on the stress computation will be discussed.
In the actual integration of wind data, a steady state wind rather than a
high degree of turbulence should be represented. This problem is dealt with

by the averaging of large numbers of profiles.

THE DATA SET

The total AIDJEX meteorological data set is extensive, including surface

pressure maps, winds and temperatures from masts at four camps, a profile
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tower, satellite cloud photographs, and NCAR Electra instrumented aircraft
data. In this report the focus will be on PBL data, which consists of a
continuous acoustic radar record and regular pilot balloon (pibal) derived
winds. Some references will be made to'surface (10 m) wind speed and com-
puted geostrophic wind speed. Electra results will be compared with acoustic
radar results in a future discussion and some aspects of this data set

will be further analyzed to obtain improved seasonal and synoptic variation

of important wvariables.

Acoustic radar data were taken in the usual way [Carsey, 1976] in which
echo strength is recorded on dry paper facsimile format. The radar went into
operation 13 April 1975 and was removed from the ice 18 April 1976. The
month of October 1975 was lost to data taking due to the breakup on 1 October
of the floe on which the main camp (Big Bear) was located. The radar was
reestablished at a satellite camp (Caribou) on 5 November 1975. Otherwise,

the unit performed well and continuously except for maintenance and repair.

Results of Shir [1972] and Taylor [1970] suggest that the Lagrangian
behavior of the whole stable PBL changes slowly with a change in either
surface heat flux or surface roughness. In their models the PBL wind profile
establishes a new form some 100-300 PBL heights downstream of the change.

This leads to the conclusion that in the Arctic where surface property changes
are small, the Eulerian PBL should change on a basically synoptic time scale.

In the Arctic a system can entirely overhaul a given point in about 24 hours.
This calls for resolution which is fine with respect to one day. One hour

was chosen. While it can be argued that.small time scale phenomena such as
gravity waves influence PBL dynamics and hence should not be ignored, these
processes are very rare in the Arctic. Also, s&noptic scale subsidence alters
the acoustic radar record on shorter time scales. While the subsidence doubt-
lessly affects the PBL flow and transport and the echo structures aloft do
signal the subsidence, the structures themselves have no bearing on PBL measure-

ments since they are almost certainly above the true dynamic boundary layer.

The radar record itself shows much less variety than a typical record
from a continental site. Most important, the inversion interpreted as the

PBL top was essentially always present as a slowly moving echo top some
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100-500 m above the surface. If that layer was not ground based, such an
echo usually existed to about one third the total PBL thickness. In higher
wind the upper echo often bifurcates with the produced echo-free region
persisting at a small size or growing to a substantial fraction of the PBL
thickness. During high winds (largest recorded gust: 18.5 m sec ') the

lone inversion echo was quite steady at 300-600 m for hours at a time.

Beneath the persistent arctic summer stratus the radar occasionally
recorded weak plumelike echoes. At the same time, the record consistently
showed a strong echo--taken to be the (lowest) cloud top--more than 100 m
above the stratus base (determined by balloon observation). On a few
occasions large plumes--some 500 m high and 10 minutes in duration--were
observed. 1In the summer the record indicated that the stratus top has the

effect of changing the thermodynamic layer into a dynamic boundary layer.

Wind profiles were taken by dual theodolite tracking of slow-ascent
pilot balloons (pibals), with typical observation spaéigg;;gnzhe vertical.
A goal of two ascents per day for the entire year was not quite realized,
but 240 pibals were released when winds were sufficiently high (greater than
5 m sec ! aloft) for useful data. During NCAR Electra overflights, release

density was increased to 5-7 per day.

Individual pibal profiles often look like the plot of a random variable.
For this reason the pibal measurements from a given season were normalized
with the PBL thickness derived by acoustic radar and then averaged to produce
a mean profile. Each pibal profile was integrated as in equation (4) to
generate a total stress value. In this process the upper limit of integra-
tion was taken to be the radar-derived height. The geostrophic wind was
taken to be the pibal-derived wind in the observational interval above the

inversion height Z;.

Figure 1 shows wind profiles from pibal tracking with simultaneous
acoustic radar echo structure at release time for 19 July 1975. The five
profiles and PBL thicknesses are similar, but they vary considerably point
for point. Still, these profiles are very well behaved compared with many.
Figure 2 shows five pibals from 7 February 1976. Here the acoustic radar

signal is not shown, but it is employed to construct the ordinate wvariable
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Fig. 1. Pibal-derived wind speed and direction profiles for 19 July
1975 at Big Bear. Vertical lines to the left of each profile are
duplicates of acoustic radar data taken simultaneously with balloon
releases; white spaces in the line signal weaker echoes.
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Z[/Z; and the geostrophic wind speed G. Individual behavior of these pibals
varies. The 0220Z release produces a small U/G ratio at the surface and,
in general, is smoothly behaved. The 2020Z release, by contrast, produces
a‘high surface U/G, turbulent flow,and'a regime of backing. The mean for
the 7 February profiles is shown at lower right in Figure 2. Constructing
a mean from only five profiles does not produce a smooth meén (and one may

not exist).

Figure 3 shows mean profiles constructed for the field year broken into
six seasons. This unusual number was chosen because the spring was halved
into the periods at the first and last of the experiment, and the warm months
were divided into more sunny (April-Jume) and less sunny (July, August, and
September) periods. The less sunny periods are examined separately because
pibal releases into the rare and isolated clear periods produced data that

are strongly biased synoptically.

In general, the mean profiles have the same shape. There is variation
in surface values O - Bg and U/G from season to season. ’This variation is
expected since the total turning and total shear should respond to seasonally
varying stability and surface heat flux. There is also variation in the
profile behavior just below Z/Z; = 1. 1In the warmer seasons there is a slight
tendency for U/G to go to 1 at a somewhat lower height and steeper slope
than for the cooler seasons. In general, in the warmer seasons 0 - Gg tends
to zero somewhat higher than U/G tends toward 1. This behavior would be in
agreement with strengthened secondary flow during the less stable warmer

periods.

Figure 4 contains the same data as Figure 3, but they are plotted
differently. Here for each season the winds are divided into two components
for each height interval and nondimensionalized by the geostrophic wind.

One component, #/G, is directed in the direction of the geostrophic wind and
the other component, v/G, is normal to the geostrophic flow direction (the
ageostrophic, or lateral, flow). Once again the profiles from the various
seasons look basically alike. The variation in surface U/G seen in Figure 3
is repeated in Figure 4 and is shown to be more attributable to changes in

u/G than in v/G. Also, the seasonal differences in the relative behavior of
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and 6 = 0 is oriented along G.
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The PBL thickness Z; is the inversion
height measured by acoustic radar; the measured geostrophic wind
is taken from the pibal intesval just above that containing Zi,
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Gg - 6 and U/G as Z/Z; >~ 1 are seen in this figure to be due to the behavior
of v/G as Z2/Z; ~ 1. The /G plot for 1 February through 15 March 1976 seems
to be lumpier than the /G plot. Inflection points in the lateral flow have
been predicted by Brown [1974c, p. 98]. Vertical variations in the lateral
flow required to produce such inflection would necessarily result in a lumpy
profile which would by smoothed only by averaging profiles with Z; errors

(which could be had by using a daily or seasonal average Z;).

Figure 5 shows a sample of acoustic radar data for 5-7 February 1976
(AIDJEX days 401-403, where 1 January 1975 is day 1 and 1 January 1976 is day
366). The overall behavior of the top of the highest echo is as expected;
substantial features changing very rapidly compared with 24 hours are not found
and a ground-based echo is common. The measured geostrophic wind speed is
6 m sec ' at 0000Z on 5 February and increases to 20 m sec” ' at 0000Z on 7
February. For so great a wind speed, appreciable subsidence is unlikely, so

that the only source of an inversion is PBL dynamics and surface cooling.

‘With this in mind, it is surprising to find as many as four echo levels
at one time. The mechanism creating and maintaining these inversions in the
presence of large stress is unclear. During the times that identifiable layers
are splitting and therefore increasing in number, winds are generally increas-
ing in intensity. This leads to the conclusion that PBL growth brought on by
increasiﬁg wind brings about instabilities in the flow. The flow breaks into
several vertical regimes, each characterized by a flow of largé scale compared
with the inertial subrange. The regularity of spacing from layer to layer
suggests a roll regimeof similar dimension. It is interesting that although
the lowest or second echo sometimes climbs above about 225 m, an echo is
usually reestablished near that height. Wind measurements with high resolution
taken during periods of multiple echoes would be instructive in describing the

dynamics of the high-energy planetary boundary layer.

The influence of baroclinicity on PBL dynamics is not understood. 1In
terms of momentum integration measurements of a stress via the Ekman equation,
the presence of baroclinicity introduces an error which can be considered due
to an error in G. TFigure 6 shows the data for 7 February 1975 plotted so
that wind profiles above the PBL can be examined. Clearly, there is a strong,
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3

essentially linear variation with height (approximately 16 m sec™ ! km !)

which is considered due to constant baroclinicity, a linear horizontal tem~
perature gradient throughout the troposphere. There has been no indication

in the AIDJEX data that surface temperature gradients taken from point measure-
ments on a 100 km scale reproduce the gradients required for measured winds.

In general, the surface temperature gradients are far too large. If G > 5 m
sec”! and there is no average contribution to the seasonal means, an individ-

ual profile would rarely look like the averaged profile in Figure 6.

Boundary layer baroclinicity independent of upper air gradients have an
impact on the stress calculations discussed below. However, thermal effects
have 1little influence on the actual PBL flow; this is because the effect is
zero at the surface and increases linearly through a thin PBL. An error in

1

G of 1 m sec’! in a PBL of 250 m height--an error comparable to experimental

error--would require a thermal wind shear above the PBL top in excess of 4 m
sec_1 km—l, which is large compared with noise in the seasonal mean profiles.
The impact of thermally induced turning on PBL stability [Brown, 1976] is not

addressed in this report.

2.0A o o .
| .8- o Average Profile o i
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Fig. 6. Profile averaged from 5 pibal releases on 7 February
1976 over the Beaufort Sea pack ice. Height is divided
into 0.1 24 intervals for averaging; a few points have
only one value to average., Extremely strong baroclinicity,
about 16 m sec™? km—l, is visible above z/Zi = 1.
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RESULTS OF COMPUTATION

The stress calculation implied in Equation (4) is performed on each pibal
profile as sums in which the east-west and north-south stress components are

evaluated respectively as

N
o f[ V(&) -Vg) dz =0 f 21<Vi-Vg> © (Z3-24-7)
i=

T

and @)

N
-0 £ ] (W) -Ug) dz = -p f,zl(Ui‘Ug) .« (Z3-724-1)
1=

Y

where V; is the north-south wind in the Z-th observation (height) interval,
U; is the east-west wind in that interval, V and U are components of wind
in the observational interval above the interval containing the inversion

height, and Z; and Zj_j are the heights defining the height interval. The

Z; are the actual heights for which pibal coordinates are recorded in the

field. Appendix A shows the results for each pibal profile.

There are two resulting quantities for each pibal profile. These can
be taken to be geographical stress components as above, or they can be taken

as a measured stress magnitude
' T 1
T = [(D)? + (¥)2]?

and direction. For this discussion the reference direction chosen is the
direction of the surface wind; positive angles Y will be taken counterclock-
wise to the surface wind. Figure 7 shows the stress magnitude in the form

u, /G where

plotted against the appropriate di?ensionless measured variable aggregate
from Equation (6): (f Z; sin a/G)2. The result for all pibals of late

winter 1976 shows some tendency to cluster around the line of slope 0.71.
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Fig. 7. Measured drag coefficient plotted against model for all

data taken in early spring 1976.

The solid line does not

represent a best fit, but is shown for reference.
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Statistics of the stress directions for each season are shown in Figure
8. Here the actual number of pibals with angle y within limits shown is
plotted against y. High wind data with G > 5 ﬁ sec ! are shown shaded, and
all data for which 0 < o < 75 are shown unshaded. In every interval except
that for 15 March - 18 April 1976 the most probable y is between 10° and 30°.
In every period the distribution is skewed toward y > 0. The statistices for
the entire year are shown in the lower left cornmer of the figure. The distri-
bution has a mean Y = 19° £ 2° and is not significantly skewed except for

large negative values of y. The standard deviation is 20°.

The combined acoustic radar/pibal study of boundary layer winds is
unique in this result. Previous workers have not had the advantage of a
known PBL thickness, and have lost the independent measure of along-geostrophic

and ageostrophic wind stress components. Earlier work in this area includes

that of Lettau [1950], Sheppard et al. [1952], Johnson [1965], and, of course
Rossby and Montgomery [1935]. Brown [1974b] in an analysis of AIDJEX 1972
data uses the momentum equation method, but constrains the stress direction

to provide closure.

An examination of stress profiles is in order. Figure 9 shows profiles
of u*/G with height. All are remarkably linear except for an upward departure
near the PBL top. This behavior is essentially that modeled by Wyngaard
[1975], but it is not particularly informative; there is no indication of a
problem in the vertical. Figure 10, showing each component of stress in
profile for each season, is somewhat more illustrative. In each season the
basic form of 1%(2/z;) and T/(2/Z;) is the same. Both are tangent to T =
0 at 2/Z3 = 1, and both flatten out to surface values at 2/Z; - 0. In each
case the y component has a smaller slope as z/Zi + 0. In all seasons except
early spring 1976 and summer 1975, 1¥(0) >T1¥(0) in violation of the alignment
of surface wind and surface stress for o valués_less than 45°, which is the
case in these results. However, where T°(0) > 1Y (0)--as it should be—-the
form of the profile is the same as that for cases TY(0) > t®(0). The violation
of alignment is not due to error in integration due to 'bad" points in the
averages. It is unlikely that the lack of alignment is due to general failure
of the method of scaling and averaging since the curves are quite similar.

The error is clearly a smoothly varying contribution to the profiles which

goes to zero at 2/Z4 = 1.
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Fig. 9.
of stress velocity.
For this plot we are
using

Ug = /T(z)/p.

Seasonal profiles
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The failure of T¥(0) > T¥(0) is greatest in winter and fall and least

in summer.

This points to a thermal explanation, although several candidate

->
effects are available to expldin why the surface stress vector T, is oriented

some 20° to the left of the surface wind it,:

1) There is turning continuing below 10 m; the actual surface wind and

stress are more nearly aligned.

2) Baroclinic behavior persists, yielding wrong stress values and geo-

strophic winds when the integration is performed.

3) A constant stress is impressed upon the entire PBL and hence does

not appear in the force balance, but does appear at the surface as momentum

flux.
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Fig. 10. Seasonal
stress profiles
from seasonal
average wind pro-
files. The x
coordinate is
aligned with the
geostrophic wind.

Fig. 11. Vectors of
interest in the
correction of
the measured
stress.
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None of the above can be discounted. The turning profiles do not

vitiate the possibility of turning at all levels. Near the surface

de

Tarzp = 2L

so that we can expect the turning to 10 m to be at most 8,, = 1.5 £ 1°. We

choose 6,, = 1 to account for reduced turning in the surface layer.

The prospect of a stress constant throughout the PBL was included by
Sheppard et al. [1952] during a discussion of baroclinic wind profiles.

AIDJEX data (unpublished) taken from NCAR Electra flights permit the estimate

Uz = 224) <€ (0.25 £ 0.1) u, (2 = 0.1624)

and the constant stress Te should be aligned with the geostrophic flow.

Figure 11 shows the vectors of interest in this discussion. The effect of T,

on T is
To = 0.06 T
and
Te
sin § = — sin (y + a)
To
or
§ = 2°

The net remaining angle Y' between surface wind and stress is
y'=y-8-206,, = 16°

For this turning to be due to baroclinicity it is necessary to modify the basic
equations. The coordinate system used is essentially a synoptic one where +x

always points along the geostrophic wind direction.

With horizontal homogeneity and steady state, equation (5) is

Y = -pf [w [U(z) - Ug(2)] dz (8)
0

where p is the air density, f the Coriolis parameter, U(z) the component of
wind along z, and Ug ='§%VP is the height dependent geostrophic wind speed
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along x. Requiring ™Y to become zero at Z4 and postulating Ug(z) = constant,

this was rewritten
23
W = -pf I [uz) - Ug]‘dz (9
0

Equation (8) could be written for Ug(z) linear in 2 as

/

23
W = —of [ @) - vg(zy) - 922 2] 4 (10)
du(z) . . . .
where dz is taken here to be a constant. For this relationship, we get
_ ef duz) .2
Y = T% -5t (11)

From Figure 11 the y component stress error T, to correct T is
Tg = T sin Yy/cos (y + Q) (12

It is useful to estimate for T from above:

T2 0of 23 G sina (13)
and combine to get
é%éél = %I sin o sin y/cos (y + o)
~ 0.16 %1— for o = 28°, y = 16° (14)
and
v,

Plugging in mean values for 1 February - 15 March 1976, ¢ = 11.2 m sec”},

Zi = 230 m, the gradient is

dai(z)

o ’ -1
dz =~ 0.008 sec

and the error component at the PBL top is

Ay = 1.8 m sec™!?
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This is a large error. In reduced wind with u' = U(3)/G and reduced

height 2/2; = S, we get

du'_
25 = 0.18

This slope would be readily discernible in the mean wind profile above z/Z; =1
in Figure 4 if it were there. It is not., The alternative to tropospheric
baroclinicity is a boundary layer baroclinicity. This horizontal temperature
could be due to several effects: the entrainment of warmer air in higher
pressure regions; the suppression of the inversion and subséquent onset of
sloping isotherms at higher pressure regions; and the synoptic variation in
surface heat flux. The first two terms produce a temperature gradient parallel
to and symmetric with the pressure gradient. The last term reflects the dif-
ference in heat flux due to the sign of the ice convergence, which is positive
in high pressure areas. Hence this term is antiparallel to the other two and
the pressure gradient. Also, thermal gradients produced by solar insolation

variations would be generally parallel to the pressure gradient.

If the entire baroclinicity were due to the inversion height suppression,

the magnitude could be modeled by assuming

ar _dr dz

dz = dz dx ‘ (15)
and

de = dx

" The resulting gradient would then be given by

ar
=, = 2K per 100 km

for dT/ds of +10K per 200 m [Belmont, 1958] and dZ;/dx of 200 m per 500 km.

The wind shear required,

é%éél = 0.008 sec'l,

implies a temperature gradient of

ar
dz 3K per 100 km,

which leaves a small temperature gradient due to subsidence plus entrainment.
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Some of the estimates above can be checked with data. Figure 12 shows
plots of pibal drag coefficient results for -10° £ Y £ 10°. These are the
profiles which show ﬁo net baroclinicity in the stress direction. A least
squares slope of 0.71 + 0.08 is obtained when the results from camps Caéibou
and Big Bear are combined with proper weighting. Data from Big Bear,

15 April-30 September 1975, have only 13 pibals with 0 < o < 75 and -10 <

Y < 10. For these profiles a slope of 0.76 £ 0.24 is obtained. At Caribou,
27 October 1975-18 April 1976, the 30 pibals that were suitable for calcula-
tion provide a slope of 0.68 £ 0.08. The larger summer value is in agreement
with the trend to less stable air indicated by S. P. S. Arya (personal
communication). In all the above, a least squares fitting of u*/G versus
(fZ; sin o/G) was performed in which the line was forced to contain the
origin. In the lower part of Figuré 12 the drag coefficient is plotted
against the turning angle to: compare with the behavior predicted by Brown.
[1974a]. The large scatter in the pibal profile integration renders this
comparison unpromising, if inconclusive. A difficulty of this analysis is
‘that contributions to stress due to random variation in the balloon path tend
to enlarge the stress for the points with larger o and therefore to bias the

" mean.

If the distribution of computed stress directions is due to a boundary
layer baroclinicity with symmetry similar to the pressure gradient, this should
show up in.the computed drag coefficient. This postulate supposes that the

measured wind G, is larger than true (surface) G by

G = 0.84 Gy
for those pibals with Y = 16° and
G = 0.37 Gy

for those pibals with.7'= 36°. When the ordinate and abscissa values for
each point are corrected for these changes, the resulting "best fit" calcula-
tion should produce larger slopes for larger §‘va1ues. In this case the
geometry suggests

By = 1.10 B,

B 1.42 B

36
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and the best fit analysis yields

B

]

L6 = (1.08 + 0.09) B,

B36

]

(1.30 + 0.18) B,

Clearly, the small numbers of usable profiles in each category--at Caribou

- 30 for §-= 0, 37 for ;.= 16, and 34 for ;'= 36—-reduce the strength of the
conclusion. One can only say that the data do not contradict the statement
that the correct slope is 0.71 and that the baroclinicity’is directed parallel
to the pressure gradient. The main conclusion of this section and of this

report is that, according to pibal acoustic radar analysis,

= (0.71 + 0.08) (fZ; sin 0/G)* (16)

k

RESULTS, SEASONAL STRESS VARIATION

" The seasonal averages for the parameters discussed above are shown in
Table 1, with averages constructed from 10 m tower measurements of wind épeed,
acoustic radar heights, and pibal observations. Excluded from the pibal
profiles used are those with wind speeds less than 5 m sec”at the radar-
located PBL top and those with a turning angle o which fails the test
0 <o < 75. The profiles made during periods of low wind dppear erratic,
suggesting that subsidence and wave activity dominate the synoptic driving;
profiles that display turning indicative of transient behavior tend fo give
stress values greatly divergent from the mean, and the AIDJEX data set is
not large enough to average out these values. Fewer than 107 of all pibals

are rejected for o out of range.

The first column in Table 1 is the mean of uy/G values obtained from
the along-geostrophic stress component by integrating the average profile.
From the preceding discussion, an error of 10% in that column seems reasonable.
The second column has the drag coefficient from (16) using seasonal mean
values of variables. The standard deviation of o is 50%, the standard error
of the mean of o is 10%. This small error of the mean indicates that the
seasonal o variation is significant. The essentially constant values of the
entries in the second column are at odds with the variations in the first,

implying that the factor 0.71 in

ux/G = (0.71 £ 0.08) (fZ; sin a/G)
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TABLE 1
SEASONAL PARAMETER VALUES, PIBAL OBSERVATTONS

Pibals:

u*/G ux/G ‘ o U, o/G G Zi Usable vs.
Date Average Best Fit Average Average Average Avefage Total
15 Apr-30 Jun 0.024 0.026 19.2 0.62 9.1 264 42/95
1975 _ ’ .
1 Jul-30 Sep 0.027 0.027 28.6 0.62 9.2 204 26/49
1975 .
27 Oct-30 Nov 0.023 0.028 31.4 0.50 10.6 228 18/28
1957
1 Dec 1975~ ~0.019/ 0.027 28.3 0.52 10.0 222 47/77
31 Jan 1976 ’
1 Feb-15 Mar 0.020" 0.026 28.5 0.54 11.2 229 66/99
1976
16 Mar-18 Apr 0.026 0.026 26.5 0.61 9.2 204 41/66

has seasonal variation hidden in its standard deviation or that the processes

are not linear so that (16) cannot be evaluated using average values.

Examining the seasonal variation of the parameters holds few surprises.
The summer months must be treated with care. The clear days from July (and
probably late June) through September are few but not particularly characterized
by the low winds associated with subsidence. The data set is small and
probably synoptically biased. In summer the surface shows bare ice, shallow
melt ponds light in color, and darker, deeper pohds and leads. When the sky
is clear, the surface cools because the ice and shallow water reflect solar
radiation and radiate long~wave radiation. The darker water bodies fail to
warm the surface because the water that absorbs the solar radiation warms
toward the density maximum and sinks, exposing cooler water to the air, and
the evaporation of water from the surface has a cooling effect. Hence, a clear
sky period creates surface cooling and produces an extremely stable lower PBL
and surface layer. This is reflected in the high value of o and low value of
U,o/G. On the other hand, the humid PBL itself absorbs some solar energy and,
possibly, warms slightly compared with the rest of the lower troposphere,
tending to increase uy/G. Mean Z; may reflect the subsidence responsible for

the clear sky, but the high wind values leave this uncertain.
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The least stability and therefore the largest u,/G, Z;, and U;,/G and
smallest O values occur in late spring and early summer. The stablest air is
found in fall, winter, and early spring and.is marked by smaller values of
Uy¢/G and Z; and larger a. The fall is a period of local contraction for the ice
sheet. The contraction exposes comparatively more open water and hence larger
fluxes of heat and water vapor, possibly resulting in an increase in Zj.
Seasonal variation in Z; and G are difficult to assess because synoptic varia-
tion of each is far larger. Therefore, the quality of the mean is dependent

on a large data set which does not exist.

According to Brown [1974c, p. 66], the variation in ux/G with.a is
comparable to typical errors in u4/G for o variation of some 20°, but u,/G
generally decreases as a increases. This trend is just visible in these data,
although it is smaller than typical errors. To examine the relationship be-
tween uy/G and o (the general influence of stability on ux/G), much larger
spatial or temporal data density is required. An examination of the next best
thing, the variation of the above parameters with time, will be discussed in

a later report.

CONCLUSIONS, MEASURING AND MODELING STRESS

In the preceding sections data have been shown which demonstrate that
pibal wind profiles can be integrated to produce a reasonable measure of air
stress. This stress has exhibited a variation which suggests the importance
of synoptic modeling of stress. The modeling of the wind prbfiles is not yet
possible, and so the effort is turned to modeling the fourth root of the sum

of the squares of the integrals in the form
ux/G = (0.71 * 0.08) [f2; sin (o) /G]? an

where the stress velocity is uy, = VT/p for surface stress T and density p;

f is the Coriolis parameter; Z; is the inversion height measured by acoustic

i
radar; o is the total turning of the wind; and G is the measured geostrophic
wind. In order to derive utility from this relationship, all the variables
must be expressed in terms of synoptic data. For frozen seas the input data
are restricted to pressure maps and surface temperature maps. Therefore,

even if the relation for ux/G is valid, the job is not really done.
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A seasonal variation in drag coefficient and angle of turning is
indicated in the pibal analysis. Early summer has a significantly smaller
turning angle than other seasons, while winter has a somewhat smaller drag

coefficient.

We have also seen (although it is not related to modeling stress from
surface geostrophic wind) the indication of a strong boundary layer baro-
clinicity. On the average, this baroclinicity is pwobably parallel with the
pressure gradient and has a value of about 3K per 100 km. It is substantially
caused by suppression of the inversion surface in regions of high pressure.
Geographical features.such as ice roughness and land masses may play a role

in maintaining the temperature gradient.
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(Carsey and Leavitt)

APPENDIX A
PIBAL PROFILES

The following pages contain results from pibal profiles
measured during the 1975-76 AIDJEX main experiment. Only data
for ascents for which the turning angle is 0 < a < 75 are

included.

For the main experiment AIDJEX adopted a convention of
numbering days consecutively, beginning with day 1 = 1 January
1975 and ending with day 500 = 14 May 1976. A conversion table
from AIDJEX days to calendar days can be found in Thorndike
and Cheung, AIDJEX Bulletin 35. (January 1977), p. 19. AIDJEX
days 105.85-273.86 in the appendix are data from camp Big Bear;
days 300.99-474.85 are from camp Caribou.
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AIDJEX Ul @ Us/G a ¢ ¢ Z Uro U0 Ure 25
DAY MEAS . MOD. (°)  (m sec”) (°) (m) C10 (m sec™!) (m) G (°) G
129,89 « 018 +006 2 10.7 262 200 «+00094 6e3 260 «59 104 « 0026
106,19 «033 « 037 29 14,7 235 630 +00G693 4.8 206 «33 45 «0057
106. 69 «030 «038 19 13.7 221 860 e 00287 Te 7 202 96 53 « 0088
107.08 «033 « 018 7 13.7 235 550 « 00364 74 228 54 60 « 0056
108.04 ¢ 046 « 045 26 10. 4 282 680 «02381 3.1 2956 «30 43 « 0091
108 .77 +033 «033 41 9.4 239 225 «00708 3.7 198 «39 -2 +0033
109.80 « 030 «023 20 11l.4 245 250 ¢ 00354 98 225 «51 18 «0031
111.74 « 069 «035 14 2.1 20 150 «00373 e 6 1l.14 118 «0099
112.94% « 026" +026 28 7.8 293 150 «00248 4.0 265 «51 24 «0027
113,73 e033 + 017 16 6.7 282 100 + 00364 3.6 266 94 42 «0021
114.73 « 041 « 025 33 3.0 158 50 « 00226 2¢6 125 86 -62 «0023
115.82 «052 « 045 69 1.6 223 50 «00697 1. 0 154 62 -5 4 « 0044
116.02 «031 - o015 21 3.3 196 30 «00218 2e2 175 «67 53 «0013
116.84 +061 «040 26 245 326 130 «02376 1.0 300 «39 48 « 0072

=

'_l

°°118.73 «028 «028 34 50 218 100 «00394% 22 184 044 19 «0028
119.10 «037 «028 15 4.7 231 210 ¢« 00436 2+ 6 216 +D6 61 + 0063
119.80 « 027 s 027 24 B8t 233 210 + 00235 4.7 209 +56 27 «0035
120.04 « 030 «026 26 l4.2 231 300 «00319 7.6 205 953 8 «0029
120.84% «022 0022 19 11.8 239 250 +00088 Be b 220 o73 -10 +0030
122.93 « 037 «032 32 6.5 89 180 « 00293 445 57 + 69 4 «+ 0039
123. 06 « 045 «031 42 6.6 97 130 «00397 4.7 55 o 71 -21 «+0028
123,79 « 020 «018 28 Be5 85 80 « 00139 4.5 58 «53 18 «0013
124.09 «019 «021 32 962 80 110 «00191 4,6 51 ¢90 27 «0017
124,82 «029 «028 23 843 95 250 +00180 546 73 b8 60 ¢ 0042
128.86 « 054 «029 14 5.0 77 250 «01021 2e7 64 «H4 100 « 0070
129.10 «063 +068 34 3,0 148 350 « 00738 242 114 o 74 -13 «0164
129,24 « 282 « 092 25 1.3 204 360 +04110 1.8 179 1.39 -72 «0389
129.75 «+058 «067 61 3.3 221 240 « 01593 15 160 46 -11 «0103
132,02 + 007 « 010 6 bel 0 30 «00008 4,9 355 « 80 -17 «0021
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AINEX ~ Ux/&  Us/G  a ¢ 2 c Uy  Uro  Urie vy kil
DAY MEAS. MOD. (°)  (msec™?) (°) (m) 10 (m sec™?) (m) G (°) G
132.82  .029 004 0 345 300 .00176 6.1 345 .68 67  .0047
134.02 047  ,026 15 328 325 400705 4.8 312 .56 22  .0053
134.09  .023 015 7 284 300 .00122 7.0 277 .65 54  .0039
134.22  .033  ,023 19 322 200 .00306 = 4.9 303 .59 29  .0034
137.11  .024 014 8 124 200  .00217 4.7 117 51 64  ,0030
139.22  .026  .020 12 40 300  .00246 5,6 28«53 58  ,0040
139.33 .084  ,070 38 45 630  .01427 3.9 7 .70 -88 ,0159
142.08  .033 023 8 194 270 00195 3.9 186 «74 29 0071
143.17  +062 .055 42 249 180  ,01777 1.3 207 .46 23  ,0090
143.93 .056 . 049 17 235 320 00269 3.1 218 1.08 =24  .0157
144407 .031  .031 18 282 2640  .00217 3.5 265 .67 <-61 0064
145.09 047 4050 26 213 210 .00298 2.2 187 .86 =43  .0l15
145.93  .017  .013 8 103 110 .00043 4.6 95 .80 23  ,0027
150.18  .029  .031 58 128 230 .00216 8.0 70 .63 =34  ,0022
150.93  .034 .022 20 117 225  .00527 5.0 97 .46 47  .0029
151.05  .028  .024 30 113 150  .00280 5,0 83 .53 17 .0024
151.86  .025 030 21 85 220 00097 5.0 64 <81 -62 0050
152. 07 .037  .026 22 88 260  J00418 5.6 66 <57 35  .0034
155.85  .030 .025 26 68 230 ,00258 6.0 42 .60 12  .0028
158.86  .024  .037 19 12 220, .00130 2.5 353 .66 78  .0082
162,80  .022 .023 11 35 120  +00044 3.1 24 1.03 =56  .0056
165.84  .020 .018 10 135 110  .00053 3.7 125 .86 =67 0036
166.07 .06l .018 3 136 330 .00804 2.5 133 .68 97  ,0126
16804 036  .027 20 92 260 00292 506 T2 o67 =82  .0044
169,82 .030  .006 2 350 300  .00472 7.5 348 .44 B4  ,0024
170,78 .026  .022 14 7.1 91 200  .00121 5.3 77 .15 28 +0039
171.03  .023 .023 24 5.8 75 100 .00344 2.2 = 51 .38 9  .0024
172.05  .,200 o106 80 1.2 139 190 .02390 1.5 59 1.29 =61 0225
178,79  .028 035 30 7.7 241 280  .00196 4.8 211 .62 =21 40051

027 . 026 24 6.7 183 150  ,00213 4.0 159 459 4  ,0031

179.02
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AIDJEX Vsl @ Us/G o ¢ ¢ Zi c Uyo Uro  Uio vy gl
DAY MEAS . MOD. (°)  (msec’!) (°) (m) 10 (m sec”!) (m) G (°) G
179.78 +019 e 027 21 7.9 285 230 « 00078 55 264 «70 -56 «0041
181.10 e 236 «040 7 1% 161 240 00374 5¢4% 154 3.86 -87 «0240

~™185.80 « 084 «034 33 8¢5 258 260 « 00962 7.3 225 «895 *¥6, +0043
186.97 « 042 «038 35 11.5 297 400 «00223 = 10,1 262 o888 -74 .0049
193,78 +038 « 038 35 9.1 123 130 +00312 3.5 88 «68 -3 ¢ 0049
134.06 «040 «043 50 5.2 131 130 +00508 2.9 82 +56 -4 «0049
197.26 « 031 o026 30 10.2 324 2920 « 00292 5.8 294 «57 15 «J028
138.80 «027 .028 31 6.9 314 150 «00203 42 283 obH1 -2 « 0030
199,05 e 029 «030 28 6.3 311 170 «+00243 3.7 282 «59 18 « 0038
200.81 « 039 «034 44 8.9 349 210 e 00469 5.0 305 +56 -4 «0033
200 .84 « 051 o027 34 8.6 341 150 « 00767 5.0 307 e 58 -5 « 0026
200.89 «036 «+ 034 43 10.0 350 240 «00523 4,9 306 «49 -10 « 0034
200 .93 0026 " «032 37 10.7 361 260 «00354 4,8 305 b4 16 +0034
200.98 «032 «031 45 12.6 341 230 «+ 00573 5S¢4 295 43 20 +0025
213.93 _«026 «022 19 9.6 321 200 « 00229 H¢2 302 «H5 51 «0029

S | |
215 .97 «033 «028 30 8.9 280 190 « 00299 5e4 250 +61 14 «0030
216478 ¢ 025 «017 21 16.1 224 180 «00631 5.0 203 «31 50 «0016
219.99 «031 «026 27 5.8 272 120 +00478 246 245 45 52 « 0029
228.09 «025 «029 35 57 188 120 « 00277 28 153 o 48 -7 « 0029
229 .78 « 048 « 035 38 4,9 43 145 «01007 23 5 47 38 « 0041
237.09 «.038 «032 37 11.5 2695 280 «00387 7.0 228 061 -59 «0034
2646 .02 +032 e 026 28 13.3 288 250 « 00316 7.6 261 «57 29 « 0027
248.80 « 045 ¢033 22 6.0 19 250 « 00459 4.0 357 67 19 +0059
251.78 «016 +018 9 9.3 240 230 «00040 T4 231 +80 88 «0042
258.81 ¢ 023 .018 22 9.5 99 110 « 00274 4.2 17 o 45 *0. «0016
299.84 «026 «025 22 5.8 99 130 «00195 3¢4 76 +58 68 + 0031
268.75 +025 « 016 12 11.2 332 220 « 00162 7.0 320 «63 51 «0028
273.05 «023 2021 20 Be7 64 160 «00257 3.9 43 45 28 « 0026
273.86 « 025 «016 16 12.8 80 150 «01256 249 64 «23 62 «0017

o
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AIDJEX Ux/G Us/G a G G Z o Uyo Uio Ui vy 1z
DAY MEAS. MOD. (°)  (msec”?) (°) (m) 10 (p sec”!) (m) ¢ (°) G

300.99 <024 029 19 10.8 315 400  .00l44 6.9 296 .64 83  .0052
303.87 .038 .018 13 19.4 4 400  ,00540  10.0 351 .52 48  .0029
304485 . 046 043 55 9.8 11 320  .00929 4.7 316 .48 ~l4  .004b
304.98 .031 038 47 9.3 338 250 00340 5.0 290 .54 =29  .0038
305.98 .038 .045 49 7.2 341 275  .00946 2.8 292 .39 -3 ,0053
311. 10 .021 .022 43 1440 232 140  .00273 505 189 .39 11 .0014
313,86 .023 016 12 3.7 235 60  .00085 3.0 223 .80 3 .0022
316.85 .036 032 37 12,1 86 300  .00462 6e5 49 .54 15  +0035
319.91 019 016 L4 1142 339 130  .00102 667 325 460 80  .0022
320.94 <024 026 28 443 355 92  ,00256 2.0 327 .47 33,0030
321.15 <031 024 40 4.7 25 60 00722 1.7 345 .36 32 .0018
321.90 .034 .026 38 8.7 93 136  .00545 440 55 .46 -1  .0022
32290 0029 032 31 6.6 56 133 .00407 3,0 25 .46 75 40039
323.16 .0l4 .023 34 640 50 80  .00075 3.0 16 50 70 .0019

E
_ 323.89 019 .017 23 9.0 108 97  .00136 4.7 85 452 28 .0015
S 327.04 017 .028 32 8.1 152 130  .00092 4.5 120 456 =27  .0031
5 328491 . 489 .142 68 02 283 60  .00904 1.0 215 5.15 *4.  .0432
€ 329415 <022 .028 52 540 117 70 .00108 3.3 65 +66 =50  .0020
¢ 330.15 .020 . .026 34 19.3 124 330  .00416 640 90 .31 25  .0024

N
Y 330492 <025 036 33 12.5 143 420  .00400 5.0 110 .40 =59  .0047
331.16 .031 .023 26 14.5 166 250  .00564 6.0 140 .41 48  .0024
333,16 028 .021 22 8.0 127 130  .00323 40 105 450 0 .0023
333.93 .061 . 049 36 3.5 116 200  .00349 3.6 80 1.04 *5.,  .0081
334,16 057 036 31 3.7 129 133 .30500 3.0 98 .80 42 .0050
334.95 .029 022 23 10.5 293 190  .00248 6e2 270 459 18  .0025
~335.15 . 021 .009 10 11.8 290 80  .00107 7.4 280 .63 60 0010
335,92 .028 <026 27 103 6 220 .00296 Se4 339 .52 29  .0030
336,15 026 .033 50 849 50 180  .00217 5.0 0 .56 -5 .0028
338.16 - 034 . 038 22 2.4 252 130  .00076 3.0 230 1.24 102  +0075
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AIDJEX Ux/ & Ux/G a G .6 %4 ¢ Uyo Uie U0y gl
DAY MEAS. MOD. (°)  (msec”?) (°) (m) 19 (m sec”!) (m) G (°) G
338,93 .033 050 39 4.5 291 260  .00504 2.1 252 .46 4 L0080
339,17 .024 .038 38 3.1 261 105  .00065 2.9 243 .93 162  .0047
339,90 .037 .033 29 3.0 279 95  .00310 2.0 250 .67 8  .0044
340,17 .037 038 32 2.6 292 95  .00143 2.5 260 .98 =49  ,0052
341.16 .014 .021 29 5.4 270 71 .00037 3.8 241 .71 28 .0019
343,06 .024 .024 33 7.3 140 112 00217 3,7 108 .51 33,0021
343,89 .019 .021 35 5.3 249 56  +00122 2.9 210 «55 =33  ,0015
344,15 .019 021 49 9.9 259 83  .00113 5.7 210 58 =12  .0012
344491 015 025 25 9.7 292 200  .00054 6.2 267 <64 ¥8,  .0029
345415 . 023 024 25 9.4 314 180 .001l4l 5.8 289 .61 40  .0027
345,94 .041 «035 39 7.7 354 210  .00407 5.0 315 .65 21,0038
346.15 .035 .023 37 4e1 1 50  +00427 2.2 324 .54 9  .0017
347,16 «041 012 4 648 24 225  ,01095 2.7 20 .40 86  .0046
352.05 .039 <035 12 6.5 357 520  .00279 4.8 345 .74 =39 L0112
353.16 .031 .026 36 7.9 298 130  .00206 5.4 262 .68 =58  ,0023
355.08  .023 .018 33 648 303 60  .00396 2. 270 .36 50  .0012
356415 .017 028 33 8.8 134 180 .0011l4 4,5 101 .51 36  ,0028
361 .02 019 .018 28 12.3 95 115 00190 5.3 67 .43 34  ,0013
355,416 ¢ 054 .038 61 3.0 239 70 .00346 2.8 178 .93 -80  .,0032
367.15 .150 « 064 38 1.3 141 127  .00553 2.7 103 2,02 #0. .0133
370.94 .033 «038 41 10.2 189 325  .00444 5.0 148 .49 6  +0045
371.15 <040 .025 14 5.3 173 230  .00275 4.8 159 .76 %4,  ,0051
37191 .019 021 52 10.2 198 80  .00305 3.5 146 .34 3,011
372415 019 .018 26 14.0 175 160  .00588 3.4 149 .24 49  ,0016
372.92 .027 <030 48 13.4 176 220  .00388 5.8 128 .43 15  .0023
373.15 <035 .038 67 11.6 164 265  .01189 3.7 97 .32 13 .0032
373.91 . 080 011 1 6¢5 32 490  .03897 2.6 31 .40 95  .0106
374.15 .043 .028 16 9.0 7 350  .01526 3,1 351 3% 119  ,0055
374,91 .033 <043 25 6.0 320 350  .00189 4,5 294 .15 12 .0081
377.15 025 <020 20 12.8 304 210  .00202 7.0 284 .55 35  .0023
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AIDJEX Usl @ Ux/G a G ¢ 2 ¢ Uso  Ure . Uio v £z
DAY MEAS.  MOD.  (°) (msec™®) (°)  (m) 10 msec) (m) ¢ (°) G
377.90 « 025 «023 35 8.0 300 110 « 00271 3.9 265 e 49 38 «0019
378.195 « 021 +019 33 1.5 302 74 «00131 4,3 269 57 7 «0014
378490 «022 «023 21 6.2 311 130 «00083 4.7 290 76 44 «0030
379.14 .030 «022 37 6.4 315 71 «00289 3.6 278 96 23 +0Q15
379496 « 024 021 31 5.1 171 60 «00132 3.3 140 +65 11 «0016
380.16 e 024 «030 67 443 155 60 + 00413 1.6 88 37 -36 + 0020
381.15 «040 «028 25 3.9 301 100 «00101 5.0 276 1,27 94 « 0036
381.90 + 036 « 026 44 4,8 308 65 «» 00913 1.8 264 «38 22 « 0019
382415 «178 +086 80 «8 300 80 +00449 240 219 2.66 -62 «0149
383.15 «040 «020 6 4,1 16 200 « 00344 2.8 9 «69 105 «0069
383.89 «027 . ¢« 044 28 3.3 32 190 « 00214 1.9 4 57 12 +0080
384,19 « 021 «030 43 4.8 5 30 «00172 2.5 322 52 14 0026
384.90 «022 « 024 53 9.9 312 100 «00207 4,8 2959 «4 9 -15 « 0014
385.14 «021 « 020 38 13.6 295 120 «00263 5.6 256 o4l 29 «0012
386.15 « 035 «013 4 2e¢2 234 76 « 00118 242 230 1.01 135 «0049
386.91 « 028 016 14 12.1 75 153 « 00657 4.1 61 ¢34 59 «0019
388.15 «029 « 042 45 10.7 32 380 «00617 3.9 347 +36 21 « 0050
389,10 « 060 « 047 54 10.9 357 425 «03283 3.6 303 «33 17 « 0055
389,90 «025 «043 46 9.6 337 340 «00194 5.4 290 56 16 +0050
390.15 0047 «056 50 7.8 7 448 «» 00811 4.1 317 52 -24 «0080
390,94 « 031 «039 30 11.6 5 500 « 00412 5.6 335 o48 25 « 0061
391.11 «027 0025 30 12.9 9 221 «00422 5.3 339 o4l 32 «0024
391.90 «074 «+ 063 72 1.9 12 110 « 00263 247 300 1.45 -59 «0083
392.10 « 028 «023 18 3,0 42 7% « 00154 2.2 24 72 93 .¢0035
392 .90 «015 « 016 14 9.3 4 7% « 00055 3.4 350 64 106 «0020
393,10 «027 « 029 52 448 38 74 +00307 263 346 o4 8 7 «0022
3G93.84 « 045 « 048 45 449 104 230 «00312 3.9 59 + 80 -29 « 0066
394,09 «026 « 050 44 be b 111 330 « 00187 3.8 67 +59 32 «0072
394.85 «038 «021 16 16.1 109 345 «00998 6.1 93 «38 76 « 0030
395,10 « 026 «019 24 18,6 115 240 « 00395 T+6 91 s4l 40 .0018
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AIDJEX Ual @ U/G a G

. G ai c Uso /UIO gll Y 72
DAY MEAS.  MOD. (°)  (msec!) (°) (m) 10 (msec)(m) ¢ (%) =
395.85 .030 023 37 23.8 120 300 «00548 9.6 83 «40 25 «0018
396,09 .028 « 029 32 17.7 119 300 00318 Be7? 87 +49 =14 0024
396.85 «028 «026 22 15.9 134 410 «00510 6.2 112 «39 60 «0036
397.10 «038 +035 31 11.1 146 380 « 00864 4.6 115 4l 56 « 0048
398 .85 «025 « 027 20 11.7 220 350 000432 4.5 200 38 46 + 0042
399.85 «096 074 59 4. 4 175 405 002520 2.7 116 61 =60 0127
399.90 «055 067 66 4.6 146 330 «01037 25 80 54 -71 « 0100
399.96 « 067 067 63 6.0 136 428 « 00665 4.9 73 82 -56 0101
400,89 .039 « 036 24 5.6 95 250 « 00298 4.0 71 71 -19 «0065
402.86 «023 «018 32 16 .6 302 150 «00404 5.9 270 ° 36 26 0013
403.10 «020 .018 34 2044 290 180 +00293 7.6 256 37 35 «0012
403.85 «028 2029 33 11.1 297 240 «00104 9.6 264 «87 =50 «0030
403.89 027 « 026 35 l4.4 298 240 « 00180 9.1 263 63 25 «0023
403.93 « 026 028 38 13.1 300 250 . 00131 9.5 262 «73 -1l4 «0027
403.97 «030 = .030 43 14.8 309 270 00238 9.0 266 °61 -16 «0026
404.01 «027 «027 32 13.7 306 270 + 00147 S.6 274 .70 -0 «0028
404.05 « 024 026 28 11.9 - 308 240 00109 8.8 280 T4 -39 «0028
404.85 « 015 «011 5 16.6 293 330  .00049 11.4 288 . 69 49 0028
405.10 027 «020 22 19,9 301 290 «00335 9.2 279 46 52 « 0020
405,85 « 030 «031 28 13.3 290 380 +00145 10.6 262 «80 17 +0040
406.02 «025 «026 22 12,2 286 300 .00128 8e4 264 269 2 ¢ 0035
406.14 0027 «025 29 15.1 287 270 +00326 7.0 258 46 31 «0025
406.86 .030 «033 37 8.8 300 230 «00172 6.3 263 71 =29 « 0036
407.85 « 021 «020 31 14.1 265 150 « 00154 Te7 234 55 3 «0015
408 .89 2029 018 8 12.0 280 420 «00243 7.1 272 59 72 0047
408 .97 022 « 030 27 10.3 280 290 « 00129 6.4 253 62 é « 0040
409.10 « 026 .028 27 9.2 284 230 «00176 5.8 257 «63 -13 « 0035
409.55 041 « 047 %6 6.6 27¢€ 250 200525 3.8 220 57 =55 0053
409.85 «049 « 048 56 5.7 281 230 «00501 4.0 225 70 -52 «0056
410.10 +011 +023 30 6.0 266 90 « 00029 3.9 236 065 166 «0021
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AIDJEX Ux/ & Ux/G a G G Zj c Uso Uro Y i
DAY MEAS. MOD. (°)  (msec”!) (°) (m) 19 (m sec”!) (m) G (°) G
410.84 «018 028 30 4.6 2717 100 « 00064 3.2 247 e 70 ¢8 »0031
410,89 0016 «015 10 4,7 272 90 «00086 2.6 262 55 116 «0027
410,92 e 024 «013 10 6.0 289 95 «00267 248 279 47 69 .0022
410.97 «027 «028 42 4.8 296 85 « 00229 267 254 e56 -1 « 0025
411.01 « 014 «030 35 445 297 100 « 00046 3.0 262 67 -13 «0031
411.06 ¢ 033 «024 67 761 334 65 «00741 267 267 « 38 -7 .0013
411.10 +033 «032 42 3.1 308 68 «00121 249 266 e 94 -50 .0031
412.10 +036 «033 59 6.7 34 120 «00997 244 335 ¢« 36 21 «0025
412.84 «025 «018 16 4.1 54 - 70 « 00190 2.3 38 «56 90 «0024
413.09 »032 « 006 1 2.1 13 80 « 00167 1.6 12 o 17 *¥5, »0054
413484 «025 « 024 27 11.4 306 215 «00355 4.7 279 o4l 99 «0026
413.89 «041 « G009 2 9.1 305 280 «+00725 404 303 48 *8, 00043
413.93 e 034 «032 32 6.l 352 160 « 00214 444 320 72 -37 «0037
413.97 « 047 e 042 35 8.8 345 380 +00840 4s5 310 51 32 «0061
414.01 e 043 «050 42 8.0 358 420 « 00701 4.1 316 + 51 -10 .0073
414.05 0025 «028 37 8.5 359 150 »00224 4.4 322 52 -11 +0025
414.09 «023 «028 43 9.1 7 150 2« 00245 4.3 324 047 3 «0023
414,89 020 «018 23 7.3 56 80 «00207 3.3 33 e 45 55 « 0015
416.10 « 047 «034 75 3.5 63 50 « 01175 1.5 348 «43 -5 «0024
416.84 « 032 «020 29 2.9 46 35 +00384 1.5 17 51 13 «0017
417.10 «044 e 046 24 3.3 71 240 «00314 2e6 47 79 30 0102
418,10 011 «031 36 8.4 51 200 « 00075 3.5 15 42 149 » 0033
418 .84 «028 « 024 29 15.3 55 250 «00376 7.0 26 s 46 34 »0023
419.10 e 027 021 17 171 64 380 «0038¢4 7.4 47 «43 63 »0031
419.83 «020 « 024 18 1244 14 325 00121 Te3 56 «59 72 «0037
420,09 «034 « 025 20 20.3 81 520 « 00852 7.5 61 « 37 65 +0036
420,85 « 024 «016 23 15.7 86 160 00377 6.1 63 «39 41 «0014
421.09 » 020 «018 27 14.7 85 142 «00320 5.2 58 35 42 0014
421.84 . .028 «+C39 35 Te 4 62 280 «00914 2¢2 27 «30 51 «0053
422.09 «045 « 047 38 5.9 83 300 « 01602 2.1 45 «36 27 + 0071
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AIDJEX Ux/G Ux/G a G G Z; c Uso Uro Y fe;
DAY MEAS. MOD. ° (m sec”!) (°) (m) 10 (m) G (°) <
423.84 0022 +018 18 1446 283 215 200143 265 .59 36 0021
424,11 « 026 .021 24 9.6 323 140 .00224 299 e 55 31 .0020
425.10 .025 . 035 35 8+5 167 250 .00276 132 .47 -1 L0041
425,80 s 024 . 019 29 18.6 175 200 .00398 - 146 39 47 ,0015
426,06 «026 .019 28 19.3 175 210  .00472 7.3 147 .38 30 L0015
427.85 .028 . 016 4 5,0 322 270 ,00113 4,1 318 .83 %3, +0076
428,10 .022 024 43 4.1 293 50 00099 2.8 250 69 =10 L0017
428,84 0042 «009 4 5¢1 94 90 ,00401 3.4 90 66 %4, «0025
429,09 0027 .023 31 1443 97 200 +00251 7.7 66 454 21 .0020
429 .84 «034 . 028 35 13,7 97 280 .00264 9.2 62 67 =13 0029
430,15 . 028 .020 25 15.3 76 205 .00227 8.9 51 .58 19 .0019
430.85 .015 . 016 14 549 29 90 .00041 443 15 e73 6 0021
431,15 +029 « 029 42 4.7 32 86 .00128 3,8 350 .80 =28 ,0025
431,84 .019 «026 23 6e1 84 153  .00277 242 61 .36 72 «0035

R
432,14  .021 $022 23 9,0 96 153  ,00225% 4,0 73 YA 46  .0024
432.89 .021 .021 39 13.4 102 135 «00176 6.8 63 451 3 .0014
433,11 0024 . 016 22 13.8 90 142 - 00357 5¢5 68 040 58 .,0014
433,84 «023 «020 36 10.8 107 106  .00211 5¢5 71 .51 11 .0014
434,14 .020 .027 24 8ol 99 206 .,00157 4,0 75 «50 15 .0036
434,85 «032 . 017 15 4.5 61 74  .00754 1.7 46 .37 74  ,0023
435,15 +015 .016 10 545 71 115 .00042 4.0 61 73 =32 +0029
435,85 .030 «026 23 3.6 9% 90 .00224 2.3 72 064 30 +0035
436,14 « 035 $027 11 2.3 59 124 .00113 2.4 48 1.05 =65 .0076
438.16 .048 .014 4 2.0 338 80 .00180 2¢2 334 1,12 =56  .0057
438 .84 .029 .028 15 441 304 180 «00149 3,1 289 ,76 135 +0062
439,14 ,023 «029 34 9.5 304 205 .00203 4.9 270 .51 -5 . 0030
439,85 . 034 . 037 38 9.6 322 390 « 00418 5.0 2B4 .52 26 0044

__440.14 .024 .026 24 11.1 319 250 .00130 7.3 295 $66 -5 .0032
440,84 .020 .013 10 10,1 332 130 .00124 5.8 322 58 50 .0018

~

(331889 pue £Isae))
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AIDJEX Us/ G Ux/G o G G Z4q c Uy Ura  Ure Y £z
DAY MEAS. MOD. (°)  (msec”?) (°) (m) 10 msec”?) m) "¢  (°) G
441.14 . 028 .027 25 8.0 344 200 .00226 4.8 319 .60 1 .0035
441.85 .024 «029 23 9.1 340 286 00144 5.7 317 62 -1  .0044
442 .14 «020 « 011 9 10.1 326 120 «00081 = 7.1 317 « 70 77 «0017
442,86 « 035 +031 36 10.6 331 250 « 00400 5e¢9 295 e56 -3 «0033
443,14 «025 «022 20 7.6 313 150  .00186 404 293 .58 18  .0028
443,84 056 . 034 21 1.0 80 45  ,00082 1.9 59 1,95 =86 +0065
444485 « 046 +038 30 2.0 5 30 +00233 1.9 335 +96 *6 . « 0057
445,14 «025 +033 27 6.3 38 220 « 00244 3.2 11 +50 -20  .0049
445,85 «019 023 16 7.2 13 192  .00100 4,3 357 60 -5  .0037
446,14 034 . 034 39 607 356 180 00349 3,9 317 .58 =25 ,0038
446485 « 034 « 026 29 75 336 150 + 00450 3.8 307 51 25 «0028
447.14 «008 «023 16 6.9 338 204 «00020 3.9 322 57 171 « 0042
447.85 <036 041 50 841 52 250  .00542 4.0 2 .49 2 .0043
448,15 .027 .025 42 9.2 62 124  ,00324 4e4 20 .48 =16  .0019
448,85 « 032 o031 31 3.6 17 90 + 00106 3.5 346 «97 -38 «0035
449,14 031 +041 61 442 339 115  .00221 2.8 278 .66 =41 ,0038
449,84 +018 «0l4 23 13.3 268 100 « 00165 6.0 245 « 45 50 0011
450.14 «025 +023 28 12.2 284 190 «00196 7.0 256 «28 2 « 0022
450.85 « 024 021 20 S 1045 263 183 «00232 5.2 243 «49 48 «0024
451.14. .028 «025 24 Teh 253 160 «+00151 53 229 o172 -31 «0030
451.85 .029 «045 . 45 4.0 217 162  .00148 3.0 172 .75 =72  .0056
452.15 +045 .040 48 2.9 151 90 .00213 2.8 103 .97 =57  .0044
452.85 «035 « 030 30 9.4 78 233 « 00420 5el 48 «54 22 0035
453,15 « 034 2027 19 Beb 54 265 «00334 9.0 35 «60 33 «0044
453.87 <015 .021 9 7.3 312 265  ,00039 504 303 .74 103  .0051
454,18 <024 .023 24 5.7 305 100 .00075 5.0 281 .88 =40 .0025
454,84 « 026 « 026 20 542 274 150 « 00274 2¢6 254 .50 10 «0040
455414 . 041 .012 6 2.6 249 50 00144 2.8 243 1.09 -86 .0027
456.86 <036 .021 26 3,1 72 45  .00177 2.6 46 .85 7 +0020
457,15 °  .020 . 016 25 4.9 43 40  .00104 3.1 18 .63 42  ,0011

(33TAROT pue £9saB))
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AIDJEX Ux/G Ux/G a G G Z; c Uso Uro Y fz'i
DAY MEAS. MOD. (°)  (msec”?) (°) (m) 10 m) ¢ () <
457 .86 «028 W 017 14 7.3 32 120 .00338 18 .48 71 .0023
458,14 .028 027 27 7.0 67 160 « 00371 40 W46 24 « 0032
458.85 +020 e 017 17 842 76 121 + 00149 59 .52 44 .0021
459,15 + 030 026 36 7.6 82 124 .00218 46 .63 =18 .0023
459.86 027  .021 27 8e1 80 115 200192 53 o6l 12 «0020
460,14 +024 .021 31 2.5 78 153 « 00226 47 51 36 «0017
461.89 .178 .090 46 2.9 143 470 .00781 97 2.01 =58 «0224
462, 14 « 060 +048 23 3,9 128 340 « 00406 105 .94 =34 0121
463.8 6 <049 .018 6 1.6 31 74 000524 25 68 67 0064
464.14 0044 e 044 27 6ol 85 330 «00488 58 64 31 .0087
464.8 4 «032 «025 17 13.7 144 395 +00359 127 54 29 . 0040
465.14 .022 . 016 16 19.0 123 240 « 00219 107 a7 48 .0018
466.14 .036 . 036 26 843 60 350 . 00244 34 73 =37 L0099
467 .14 022 J011 8 242 72 162  L,00270 b4 43 61 .0019
467 .86 .035 $ 027 34 3.3 116 245 000267 82 67 6 « 0026
468,15 .037 .033 26 9.4 132 340 +00215 7.6 106 e 81 -1 «0051
470,14 + 080 «055 89 be2 112 270 .01782 3.7 23 .60 =56 .0061
470.85 .025 .015 11 12.0 260 190 .00119 Bea7 . 249 W73 55 .0022
471,14 «020 .014 7 10.9 248 260 .00105 6.6 241 60 69 .0033
471,85 .034 +028 25 11. 6 249 390 « 00351 6.6 224 57 29 .0036
472 .15 «034 . 031 36 1.1 240 257 « 00432 5.7 204 052 -6 .0033
472.85 .068 « 055 62 2.5 208 121 .02338 1.1 146 45 31 « 0069
473 .14 +038 «019 13 243 350 50 «00170 2.1 337 .93 148 ,0031
474 .85 «026 . 021 26 6ot 78 95 «00132 4.6 52 072 -4 «0021

(1312897 pue £ssien)



FIELD CALIBRATION REPORT, AIDJEX METEOROLOGY PROGRAM
APRIL 1975 - APRIL 1976

by

Mel Clarke, Dave Bell, Eric Leavitt
AIDJEX

ABSTRACT

" This report summarizes meteorolegical data collected during
routine systems calibrations and three special calibration
visits to the AIDJEX ice camps in spring 1975, summer-fall
1975, and spring 1976. The report lists the factory calibra-
tion values for the sensors and describes offsets introduced
by the data reading and recording. A set of equations is given
for transforming the measurements into physical units.

INTRODUCTION

The main objective of the AIDJEX meteorological program was to obtain
air stress and surface heat flux estimates for use in testing ice models.
As described by Paulson and Bell {1975], observations at each campkincluded
wind speed and direction at 10 m and temperature at 2 m and 9 m; dew point
temperature was measured only at the main camp. These data were collected
as continuously as possible throughout the AIDJEX main experiment. They
not only provide time series of mean winds and temperature, but, when coupled
by NISSI circuits with simultaneous measurements of the variance of wind
speed in the frequency band 0.02-1.0 Hz, also serve as an independent means
of measuring the variation of the surface drag at each camp [see Leavitt,

1975, for details].
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Because it was important that the calibration of the sensors and record-
ing system be accurate, a program of testing was carried out periodically
during the experiment. This report describes the results of the testing
program and suggests how and when to apply corrections to the various data

sensors.

DATA ACQUISITION SYSTEM

The block diagram in Figure 1 outlines the data system. Wind speed,
wind direction, and air temperature were sensed, respectively, by cup
anemometers, vanes, and aspirated platinum resistance elements, all manu-
factured by Climate, Inc.; dew point was measured with a Cambridge Research
Laboratories cooled mirror sensor manufactured by EG&G. Table 1 summarizes
the sensor specifications. Sensor signals were input to the various signal
conditioners (translators), which produced output in the range 0-5 volts
for recording. The NavSat system, the primary data collector, consisted of

a Data General Nova 2-10 minicomputer with analog-to-digital capability and

= Nav - Sat
< i q Data Acquisition
System
Mag Tape Output

Signal R
Conditioner =

Dﬁ_ Data Logger

Grocery Tape Output

Fig. 1. System block diagram.

[F]
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TABLE 1

SENSOR SPECIFICATIONS AND EQUATION CONSTANTS

A/D R F Instrument
Quantity - Sensor Channel|full-scale|offset Accuracy
Wind speed 3-cup anemom- 21 50 mph 0 greater of 1%
eters, optical 43.4 knots and 0.07 m s—*
chopper 24,4 m st
Wind speed (60 sec " 24 " -0 "
time-weighted
average)
Wind direction vane, potenti- 25  360° 0 12°
ometer
Wind direction " 23 " 0 "
(60 sec time-
weighted avg.)
Temperature, platinum resis— 20 80°C -60°C +0.05°C
9 m tance
thermometer
Temperature, " 19 " -60°C "
2 m
NISSI Lo - 22 5 volts 0 -
NISSI Hi - 28 " 0 -—
EG&G temperature - bead --  100°F "~ =50°F 10.5°F
thermistor
EG&G dew point cooled mirror 26 " -50°F "

magnetic tape recorder.

data were sampled from all sensors once every 30 seconds.

The A/D system was 10 bits (0-1023 digitizer units

over the 0-5 volt range) with a resolution of 0.005 volts.

During recording,

The Digitec Data

later provided back-up recording and monitoring capability with a printed

paper tape output.

Its resolution was 0.001 volts.
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CALIBRATIONS

Errors in the sytem may result from voltage offsets or calibration changes
in the digitizers or translators and changes in the calibrations of the
sensors. A general equation relating voltages recorded by the NavSat systems

to a given meteorological parameter can be written as

R
X = 7, c(V+Db+7Vyy +F
where
V =D+5,0/1023 is the voltage as reported by the NavSat system, D being

the recorded output in digitizer units;
b = NavSat A/D bias in volts;
Von = minimum voltage obtained during zero check of signal conditionmer,
= 0 volts;
V, = voltage output range of signal conditioner, Vy = Vi, -Vp, = 5 volts;
V.. = maximum voltage obtained during full-scale check, = 5 volts;
R = range of environmental parameters between 0 and 5 volts, in physical
units (obtained from equipment manufacturer);
F = value in physical units that corresponds to the zero volt output.

X = environmental data in physical units, after corrections.

Values of R and F for each sensor are given in Table 1.

The NavSat A/D and the data logger biases were measured by placing a
known voltage from a precision voltage source at the input and observing
the recorded output. These voltages were monitored by an HP3460A digital
voltmeter and were accurate to 0.0005 volts. Measurements were made over
the range of 0-5 volts. An average bias was calculated for each camp. Sub-
sequent spot checks comparing the A/D output with the data logger confirm
the results tabulated in Table 2. These bias values should be considered

if the NavSat records are to be compared with the data logger records.

The signal conditioner normalizes the various sensor outputs to voltages
between 0 and 5 volts. Provision was made on the signal conditioner to

check the zero and full-scale voltage levels routinely. A summary of these
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TABLE 2
NAVSAT A/D AND DATA LOGGER BIAS (b)
Data
Camp A/D Logger
Big Bear 0.000 0.000
Caribou +0.004 0.000
Blue Fox -0.007 0.000
Snow Bird ‘
before 17-8-75 +0.018 0.000
after 17-8-75 -0.011 0.000

Note: b = (voltage standard)
- (recorded voltage) .volts.

checks is included in Appendix 1. If the assumption is made that the zero

and full-scale levels are 0.000 volts and 5.000 volts respectively, then

the maximum error from the signal conditioner WOuld be 0.1 m s~! for wind

speed, 0.4° for wind direction, and 0.95°C for temperature. For wind speed

and direction the error is within the accuracy of the wind instruments (Table 1),

but for the temperature data this assumption is a potential source of error.

Wind Speed Calibration

To apply the general equation to wind speed data, some simplification
can be made. Assuming that the ideal 0-5 volt output for the signal condi-

tioner is true, the equation for wind speed, S, becomes

R
S=§'(V+b)

The worst case error contribution of b, the A/D bias, is only 0.08 m s~ !,

which is within the sensor accuracy, and the equation for wind speed reduces

further to
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or

S =04.48 «V, inm s ! _ (1)

The wind speed system was checked periodically to ensure that it was
functioning properly. Electrical tests of the signal conditioner demonstrated
that any windspeed problem would have to be related to the sensor. It should
be noted that the wind speed system was provided with switches to select any
of three ranges (0-25 mph, 0-50 mph, 0-100 mph). Ranges set to other than
the standard 0-50 mph are possible for brief periods because of operator
error. The most serious difficulty with the system were errors caused by ice
forming on the cups. An extract from the Caribou meteorology log (page 27)
illustrates this problem: '30 Sept. 75, 1740-1745Z: Climbed tower and
cleaned heavy frost from all sensors. Wind speed jumped from 5 to 8 m/s."”

It was not possible to make on-site calibrations of the wind speed sensors,

so the manufacturer's calibration had to be relied upon.

Wind Direction Calibration

Application of the general equation for the wind direction gives the
relative wind direction, which must be corrected for camp azimuth changes
as described below to obtain the true wind direction. The assumption that
the signal conditioner produces an ideal 0-5 volt output is also adequate
for wind direction data. The equation for relative wind direction, d,, then
becomes

dy =% (V + D)

ui

The method used to compute the true wind direction, d¢, will absorb » (the

A/D bias). Thus, the usable equation becomes

or

de = 72 « V, in degrees (2)
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The placement and orientation of towers, theodolites,‘sensors, and
antennas vary considerably from camp to camp. However, each camp positioned
the theodolite somewhere on the line that intersected the two NavSat antennas,
making possible a uniform method of determining the "true" wind direction.

Figure 2 should be referred to as the following definitions are developed.

dt=dr+ec—eo

Here dy is the true wind direction; d, is the relative wind direction; 0.

is the camp azimuth (the clockwise angle from true North to the A*B line as
determined by the NavSat system); and 6, is the relative zero azimuth. This
last term is equal to o + B, where o is the clockwise angle from the theodq—

lite met tower line (between the theodolite and the tower wind-direction

B.

Wind Dikecﬂon N
~._Sensor ‘ /

N

A==
\

P
LA

=

o o o

Z Theodolite B
Nav-Sat _ Nav-Sat
Antenna ' Antenna

Fig. 2. True wind direction determination.
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sensor housing) to the NavSat antenna A*B line, and B is the indicated
direction when the tail of the wind direction vane was pointed at the

theodolite.

Camp azimuths at 3 hr intervals are available from the AIDJEX data
bank. Appendix 2 includes a tabulation of ©,, o, and B as measured during

routine calibration checks using the above definitions.

Periodic checks of the wind direction systems ensured proper operation,
but some slippage of the vane shaft relative to the sensor element was found;
the results are reflected in the periodic Oy checks. During these tests the
vané had to be held by hand, and this introduced small variations in the

Oy measurements,

" Temperature Calibration

For the best estimation of the absolute temperature, T, the full general

equation is required. This gives the temperature as

B .
T =g (V4D + V) +F

kA simplification can be made if it is desired only to observe the difference
in temperatures between the 9 m and 2 m levels, (The exact heights are given
in Appendix 3.) Periodic routine tests were performed in which the two tem-
perature probes were placed together at the 2 m level for a side-by-side
comparison. The results of these tests are tabulated in Appendix 4 using

the assumption that the zero and full-scale outputs from the signal condi~
tioner were 0.000 and 5.000 volts, respectively. The A/D bias, b, was set

at zero, as this term will drop out when the difference is taken. The

resulting idealized equation for air temperature becomes

T =

v |

(") + F

or

T = (16 V - 60), in degrees Celsius (3)
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A few checks of the temperature system were made by placing the sensor
elements in a controlled temperature bath, usually an ice bath. Where
possible, a precision Hewlett Packard 2801A quartz thermometer was used to
monitor the bath temperatures. Table 3 summarizes these tests and includes
the temperature computed using both the general form of the equation and

the idealized form.

The most serious problem with the temperature data was the variations
in the recorded differences between sensors. We believe these variatiomns
to be a result of inadequate aspiration. This argument is supported by
evidence that temperatures changed when the wind direction varied or when
the aspirator motors failed completely. For example, when the 9 meter
aspirator motor failed at Caribou on 5 March 1976, the temperature increased
about 1°C relative to the 2 m probe. When the motor was repaired, that

sudden increase disappeared.

Dew Point Calibration

Dew-point temperature was monitored only at the main camp: first at
Big Bear, then, from 2 November 1975 on, at Caribou. At both camps, the
sensor was positioned approximately 2 m above the snow or ice surface.
Since no provision had been made to calibrate the unit during its use, the
manufacturer's calibrations and specifications were relied on heavily. It is
necessary to assume that a temperature range of -50°F to +50°F corresponds to
the specified output range of 0.000-5.000 volts. With this assumption, the general
equation for dew/frost-point temperature, E, reduces to

E==((V+Db)+F

vl

or
E =20 (V+b) - 50°F
The conversion from degrees Fahrenheit to degrees Celsius is

°c=(F-32)-g—,
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TABLE 3
TEMPERATURE BATH TESTS

General Equa-

Monitor Idealized Equa~
Temp. Volts tion (°C)' tion (°C)
Date Time (°C) Ty ) 9 Ty Ty T Notes
Big Bear
27 Apr 75 0037-0046 | + 0.02 | 3.956 ~--- | + 3.36 —— +3.30 ---- old probe
27 Apr 75 0623-0631 0.00 | 3.752 --- 1} + 0.09 —— + 0.03 —— new probe
28 Jul 75 0704-0725 | + 0.01 | 3,763 3.752{ + 0.27 + 0.04 | + 0.21 + 0.03
Caribou
13 Aug 75 0027-0058 - 0.01 3.751 3.749{ - 0.10 + 0.11 | + 0.02 - 0.02
13 Aug 75 0123-0140 | - 0.01 | 3.754 3.749] + 0.01 + 0.11 | + 0.06 =~ 0.02 | adj. to sig. con.
16 Mar 76 2120-2310 ——— 3.789 3.742) - 0.03 + 0.04 { + 0.62 - 0.13 ) ice bath
1. Apr 76 2225-2321 | + 0.01 3.789 3.742] - 0.03 + 0.04 | + 0.62 =~ 0.13
2 Apr 76 0007-0038 | +18.54 | 4.949 4.902| +18.31 +18.64 | +19.18 +18.43
3 Apr 76 1651-1730 | ~28.79 | 1.987 1.934| -28.52 -28.94 | -28.21 -29.06
- Blue Fox
12 Jul 75 0704-0725 | + 0.01 | 3.755 3.768] - 0.08 + 0.23 | + 0.08 + 0.29
23 Feb 76 2158-0001 —— 3.743 3.763| - 0.14 + 0.24 | - 0.11 + 0.21 | ice bath
22 Mar 76 2128-0015 —-— 3.743 3.763} - 0.14 + 0.24 - 0.11 +0.21 ice bath
27 Mar 76 2134-2204 | + 0.01 31739 3.749) - 0.21 + 0.01 | - 0.18 - 0.02
27 Mar 76 2312-2330 | -20.40 | 2.437 2.439| -21.11 -21.00 | -21.01 -20.98
27 Mar 76 2358-0023 | + 7.73 | 4.223 4.236] + 7.56 + 7.82 | + 7.57 + 7.78
19 Apr 76 2003-2120 —— 3.738 3.752| - 0.22 + 0.06 | - 0.19 + 0.03 | ice bath
19 Apr 76 2134-2300 | +15.80 | 4.724 4.738] +15.60 +15.88 | +15.58 +15.81
Snow Bird
18 Aug 75 0218-0236 | + 0.01 | 3.759 3.759{ - 0.08 + 0.04 | + 0.14 + 0.14
18 Aug 75 0327-0340 | + 0.01 | 3.763 3.759| + 0.01 + 0.04 } + 0.21 + 0.14 | adj. to sig. con.
21 Mar 76 0115-0145 | + 0.01 | 3,777 3.753] +0.32 - 0.06 | + 0.43 + 0.05
21 Mar 76 0301-0332 | +18.60 | 4.946 4.923} +19.05 +18.69 | +19.14 +18.77
21 Mar 76 0442-0515 | -25.57 | 2.170 2.147| -25.43 -25.80 | ~25.28 -25.65
7 Apr 76 2128-2330 | + 0.08 | 3.759 3.753] + 0.03 - 0.06 | + 0.14 + 0.05
19 Apr 76 2320-0020 —-— 3.757 3,746 0.00 - 0.18 | + 0.11 - 0.06 | ice bath

Combining this information gives a usuable equation of

the

sion from frost point to a true dew point.

E =

wlun

[20 (Vv + b) - 82],

in degrees Celsius

(4)

For temperatures below 0°C the temperature recorded by this system is

frost point.

A table has been included in Appendix 5 to make the conver-

The following equation was derived

from this table to aid in the calculation of dew point directly from the

recorded voltage.

Define A as

A =20 (V+Db) ~ 82
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If the air temperature 7, is 0°C or higher, then the dew point temperature
is 5/94; if T is lower than 0°C, then the dew point temperature is

% (1.1294 + 0.0005 42) (5)

Once every twelve hours the cooled mirror in the dew/frost point sensing
system was heated automatically to above the ambient temperature to clear
away ice and moisture. It took the s&stem about 10 minutes to return to its
normal temperature-balancing mode and about 15 minutes to return to a stable

temperature that indicated the dew/frost point.

SUMMARY

In general, the meteorological systems performed well during the AIDJEX
activities. The accuracies given below should be considered typical for all
camps. The camps were maintained by a dedicated group of observers who
helped to minimize the effect of such environmental influences as icing of

the anemometers and snow packing into the aspirators and temperature shields.

Combining the basic wind speed accuracy of the larger of 0.07 m sec™!

1

and 1% with the observed influence of the recording system of 0.1 m sec °,

the overall accuracy is 0.17 m sec” ! or 1%, whichever is greater. The resolu-
tion of the wind speed data is 0.11 m sec”! from the NavSat records. This

assumes that the instruments were clear of ice.

The true wind direction can be given to 15° by combining the basic sensor
accuracy of *2° over the range 0°-354° with 0.4° contribution from the record-
ing system and *2° from the routine relative zero measurements. The resolution

of the wind direction data was 0.36°.

During controlled bath tests the absolute temperature was observed to be
accurate to 0.05°C, with a standard deviation of 0.19°C after using the gen-
eral form of the equation with all bias values accounted for. The idealized

equation gives the same accuracy, but increases the standard deviation of all
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tests to 0.27°C. For clean aspirated probes operating side by side, the
standard deviation of their differences was 0.25. The resolution available
was 0.08°C.

The dew point temperatures should be good to 0.5°C with a resolution of
0.3°cC.
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APPENDICES

1 ..... Zero and full-scale summaries.
2. ..... Relative zero azimuths.
.... Instrument heights.
«v... Side-by-side comparison of temperature probes.

5 ..... Conversion from dew point to frost point.

Note: For the main experiment AIDJEX adopted a convention of numbering days
consecutively, beginning with day 1 = 1 January 1975 and ending with day

500 = 14 May 1976. Some of the appendices use this system, under columns
headed "AIDJEX Day."
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APPENDIX 1
ZERO AND FULL-SCALE SUMMARIES

Values tabulated are averages of voltages obtained from Digitec

records during routine zero and full-scale checks.

Quantity Big Bear Caribou Blue Fox Snow Bird
Wind speed 0.000 0.000 0.000 0.000
Wind speed +0.001  -0.001 0.000 0.000

7 (t.w.a.)
F  Wind direc- 0.000 0.000 0.000 0.000
R tion :
0  Wind direc-  +0.001 ' 0.000  +0.001 0.000
tion , -0.0012
ﬁ (t.w.a.)
E Temperature, 0.000 -0.014 -0.007 -0.005
C 9 m -0.005P -0.0022
K -0.002¢ '
0.0004
Temperature, -0.006 0.000 - -0.001 -0.000
2 m -0.002¢
Quantity Big Bear Caribou Blue Fox Snow Bird
F  Wind speed +4.998  +4.994  +4.987 +4.996
U +4.991¢  +5.000¢ +4.991¢
L +4.,992¢
L Wind speed +5.002  +5.001  +5.001 +5.001
S (t.w.a.) +5.004¢
C Wind direc- +4.998 +5.000 +4,997 +4.994
A tion +4.997¢ +4,9982
L Wind direc-  +4.997  +5.004  +5.001 +5.000
E tion +4.,9992
c (t.w.a.)
H Temperature, +4.995 +4.982 +4.988 +4.992
E 9 m +4.998  +4.977¢ +4.9972
C " +4.,995¢ +4.990°
K +5.0604
Temperature, +4.985  +4.995 44,993 +4.994
2 m +4.991¢  +4.986C +4.990¢
a
£ .
ba ter 18 August 1975 dafter 24 November 1975.
after 13 August 1975. Cafter 12 July 1975
Cafter 1 October 1975. atter uly .
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APPENDIX 2
RELATIVE ZERO AZIMUTHS

Relative zero azimuth (6,) is the sum of‘a and B, where a is the

clockwise angle from the theodolite’met tower line (between the theodolite

and the tower wind direction sensor housing) to the NavSat antenna A>B line,

and B is the indicated direction when the tail of the wind direction vane

‘was pointed at the theodolite.

The tabulation below gives 8;, ¢, and B as

measured during routine calibration checks using the above definitions.

BIG BEAR
Aﬁzgfx Date Time o + 8 B, Notes
99 9 Apr 75 140.3° 2.0° 142.3° B assumed from later
measurements.
141 21 May 75 140.3 2.0 142.3 R measured here.
160 9 Jun 75 2039 2.0
253 10 Sep 75 28.95 114.48 143.4 One-time-only measurement
from different theodolite
position on A>B line.
258 15 Sep 75 140.3 2.0 142.3
266 23 Sep 75 1713 140.4 2.0 142.4
269 26 Sep 75 140.4 2.0 142.4
--camp breakup; end of data—-
CARIBOU
116 26 Apr 75 1030 131.1° 3.4°  134.5°
125 5 May 75 2304 131.1 179.9 311.0 Wind direction sensor turned
180° in its mounting.
130 10 May 75 1820 131.1 3.4 134.5 Sensor returned to normal.
133 13 May 75 1900 131.1 3.4 134.5
150 30 May 75 0045 131.1 5.0 136.1
157 6 Jun 75 2145 131.1 5.1 136.2
165 14 Jun 75 0100 131.1 4.2 135.3
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Appendix 2 (continued)

CARIBOU (continued)

Aﬁigfx Date Time a + B = 8, Notes
173 22 Jun 75 2310 131.1° 4.0° 135.0°
182 1 Jul 75 0001 131.1 3.4 134.5
187 6 Jul 75 2245 131.1 4.6 135.7
193 12 Jul 75 2212 131.1 5.2 136.3
201 20 Jul 75 0120 131.1 4.3 135.4
209 28 Jul 75 0042 131.1 3.9 135.0
214 2 Aug 75 2341 131.5 2.7 134.2 Tower straightened.
223 11 Aug 75 0020 132.0 2.2 134.2
225 13 Aug 75 1951 131.8 2,2 134.0
234 22 Aug 75 2204 131.4 2.2 133.6
242 30 Aug 75 2330 131.4 1.9 133.3
251 8 Sep 75 2224 131.4 3.2 134.6

251 8 Sep 75 2343 82.0 50.3 132.3 New theodolite position on A+B
line; windy weather.
257 14 Sep 75 2250 82.0 52.7 134.7

263 20 Sep 75 2146 82.0 51.7 133.7

270 27 Sep 75 0241 82.0 50.1 132.1

278 5 Oct 75 2340 82.0 52.1 134.1

279 6 Oct 75 1740 - - - Vane replaced.

285 12 Oct 75 2150 81.9 51.3 133.2

291 18 Oct 75 .0020 81.9 52.6 134.5

297 24 Oct 75 1852 91.5 41.0 132.5 New theodolite position on A>B line.
306 2 Nov 75 2310 91.5 38.7 130.2

307 3 Nov 75 2020 91.5 40.4  131.9

312 8 Nov 75 2030 91.4 40.8 132.2

320 16 Nov 75 2310 91.4 40.1 131.50

334 30 Nov 75 2320 91.5 40.5 131,97 Tail held toward theodolite.
372 7 Jan 76 2128 91.4 41.2 132.6

379 14 Jan 76 2319 91.4 41.9  133.27

393 28 Jan 76 2109 91.4 41.1 132.48

401 5 Feb 76 0020 91.3 41.2 132.5

416 20 Feb 76 1910 91.2 40.4 131.6
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Appendix 2 (continued)

CARIBOU (continued)

AIDJEX

Day Date Time a + B = 6 Notes

422 26 Feb 76 0056 91.3°  40.4° 131.7°

428 3 Mar 76 2110 91.3 41.5 132.8

443 18 Mar 76 0020 91.3 39.5 130.8

457 1 Apr 76 0338 91.3 40.6 131.1 Assumed value.

--end of data—-

BLUE FOX

109 19 Apr 75 0400 33.3° 182.4° 215.7° B assumed from next measurement,
when procedure was changed.

148 28 May 75 2141 33.3 182.4  215.7 :

164 13 Jun 75 0220 33.3 179.9 213.2

193 12 Jul 75 2330 33.3 181.1 214.4

194 13 Jul 75 0036 33.3 179.8 213.1 . }

207 26 Jul 75 2037 33.3 177.6 210.9 Tower stump found loose in the ice.

213 1 Aug 75 2342 33.3 178.0 211.3

228 16 Aug 75 0602 33.3 180.3 213.6

230 18 Aug 75 0454 33.4 178.9 212.3 Theodolite moved slightly.

245 2 Sep 75 2002 33.4 177.2 210.6 '

256 13 Sep 75 1933 33.3 178.0 211.3

265 22 Sep 75 1913 33.3 176.6  209.9

272 29 Sep 75 1911 33.3 172.7 206.0

279 6 Oct 75 2114 33.3 169.1 202.4 High winds during measurement.

281 8 Oct 75 1944 33.3 170.0 203.3

287 iA Oct 75 .0028 33.3 .167.5 ~200.8 Suspect changes caused by loose
sensor vane coupling set screw.

287 14 Oct 75 2030 33.3 185.4 218.7 New sensor set in place.

293 20 Oct 75 2038 33.3 186.2  219.5

293 20 Oct 75 2040 33.3 191.6 224.9 Coupling screw tightened.

294 21 Oct 75 0012 33.3 175.8 209.1 Sensor adjusted slightly. Final
value obtained.

304 31 Oct 75 0045 33.3 175.6 208.9

307 3 Nov 75 1849 33.3 176.0 209.3

314 10 Nov 75 1857 33.3 175.0 208.3
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Appendix 2 (continued)

BLUE FOX (continued)

ATDJEX
DAY

321 17 Nov 75 2052 33.
328 24 Nov 75 2003 33.
335 1 Dec 75 2024 33.
342 8 Dec 75 2129 33.

Date Time a + B = Go Notes

w
)

174.3° 207.6°
176.0 209.3

177.0 210.3 Darkness hampered measurement.
176.9  210.2

349 15 Dec 75 2145 33. 176.3  209.6
360 26 Dec 75 2150 33. 176.1  209.4
370 5 Jan 76 2119 33. 176.6  209.9
378 13 Jan 76 2113 33. 176.9  210.2

384 19 Jan 76 2040 33.
388 23 Jan 76 0600 32.
391 26 Jan 76 2110 33.
398 2 Feb 76 2050 33.
398 2 Feb 76 2050+ 108.
407 11 Feb 76 2319 33.
412 16 Feb 76 1958 33.
412 16 Feb 76 1958+ 108.
421 25 Feb 76 2028 33.
426 1 Mar 76 2116 33.
433 8 Mar 76 2123 33.
440 15 Mar 76 2030 33.
447 22 Mar 76 1956 33.
447 22 Mar 76 1956+ 108. 101.8 210.5 Oceanographer's theodolite used.
452 27 Mar 76 1844 33. 177.2 210.5
452 27 Mar 76 1844+ 108.7 101.5 210.2 Odeanographer's theodolite used.
463 7 Apr 76 0017  33.3 177.3  210.6 |
468 12 Apr 76 2047 33.3 177.1 210.4

476 20 Apr 76 1955 33.3 177.5 210.8

--end of data--

177.0 210.3

- - Theodolite moved during deriming.
176.2 209.5 Theodolite back in original position.
177.0 210.3 4
107.2 210.9 Oceanographer's theodolite used.
177.5 210.8
177.2 210.5
102.0 210.7 Oceanographer's theodolite used.
177.3 210.6
177.3  210.6
176.9 210.2
177.0 210.1
177.2 210.5

W N W W W WY W W N W WU W LWL W W W
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Appendix 2 (continued)

SNOW BIRD
Aizgfx Date Time a + B = 8§, Notes

135 15 May 75 2230 113.2° 2.2° 115.4°

165 14 Jun 75 0230 113.2 351.3 104.5 Loose set screw suspected in vane

coupling.

166 15 Jun 75 0406 113.2 352.0 105.2

181 30 Jun 75 0610 113.2 351.6 104.8

197 16 Jul 75 0705 113.2 350.3 103.5

215 3 Aug 75 0730 113.2 350.5 103.7

229 17 Aug 75 113.2 348.6 101.8

235 23 Aug 75 2350 - 113.2 353.6 106.8

236 24 Aug 75 0001 113.2 352.4 105.6 Set screws tightened.

257 14 Sep 75 2215 113.2 351.7 104.9

269 26 Sep 75 2215 113.2 351.0 104.2

277 4 Oct 75 0040 113.2 350.6 103.8

283 10 Oct 75 2250 113.2 351.1 104.3

292 19 Oct 75 0100 113.2 351.9 105.1

298 25 Oct 75 0030 113.2 351.8 105.0

299 26 Oct 75 2010 Wind direction system not operating;

power supply problem.

307 3 Nov 75 Wind direction vane replaced.

311 7 Nov 75 2330 113.2 6.0 119.2

314 10 Nov 75 113.2 4,3 117.5

315 11 Nov 75 1955 113.2 352.22 105.42 New wind sensor #142 (original)

' replaces #151.
329 25 Nov 75 2330 113.2 3.82 117.02 #151 replaces #142 after #142 slips
in shaft.
333 29 Nov 75 2303 113.2 3.46 116.66 Changed theodolite position so ob-
servers could see both antennas.

339 5 Dec 75 2105 101.34 13.68 115.02

346 12 Dec 75 2105 101.34 13.82 115.16

353 19 Dec 75 2113 101.34 13.97 115.31

360 26 Dec 75 2131 101.35 13.82 115.17

381 16 Jan 76 2126 101.6 12.74 114.34 Measured after A>*B line was sheared.
384 19 Jan 76 0000 101.37 13.97 115.34 Before B antenna was reconnected.
384 19 Jan 76 0000 100.7 13.39 114.09 After theodolite was moved.

388 23 Jan 76 2142 100.7 13.03 113.73

397 1 Feb 76 2325 100.7 13.03 113,73
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Appendix 2 (continued)

SNOW BIRD (continued)

AIDJEX .
+ =
DAY Date Time o B 0, Notes
403 7 Feb 76 -—- -- - - New lead causes shearing. Antenna
A disconnected.
406 10 Feb 76 - - - - Antenna A hooked up again. Angle

intersecting A+>theodolite>B
is now 180°31'.
409 13 Feb 76 0101 100.7° 13.32° 114.02° Theodolite in same position rela-
' tive to A. Moved B 31 ft to old
A»B line.
416 20 Feb 76 2346 100.7 13.2 113.9

425 29 Feb 76 0028 100.8 12.67 113.47

428 3 Mar 76 - - - - Lead through camp separates anten-
nas A and B,
431 6 Mar 76 0013 100.8 13.25 114.05 Using A antenna as if B were still
' in position.
437 12 Mar 76 0030 100.8 13.39 114.19

444 19 Mar 76 0249 100.8 13.32 114.12

451 26 Mar 76 2110 280.8 12.6 293.4 Results from reversing A»B line.
B put on opposite side of A

_ some time before 22 March.
463 7 Apr 76 0235 280.8 13.54 294.34

468 12 Apr 76 2041  280.8 13.97 294.77 Slanted wind vane?

474 18 Apr 76 2325 280.8 15.05 295.85 A/D bias may be reason for change
in B.

—-—end of data--
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APPENDIX 3
INSTRUMENT HEIGHTS

The heights of the instruments on the
tower were measured relative to the

tower baseplate (Table A). The height
of baseplates relative to the surface
(Table B) varied with snowfall and ice

ablation.

ord of baseplate elevation was made; at

At Blue Fox, a careful rec-

the other camps, elevation histories have
been constructed from the snow depth/ice
ablation measurements of Arne Hanson.

The height of the instrument relative to
the surface is found by adding the base-
plate height above the surface to the
height recorded in Table A.

A. HEIGHTS ABOVE BASEPLATE (in cm)

Wind
Camp Sensors 19 Ty
Big Bear 965 875 154
Caribou

until day 198
after day 198

Blue Fox

days 193-256 only
days 406-408 only

Snow Bird
until day 291

963 881 192
963 841 152

963 839 149
LI I L B B B B AR 2 B B AR BRI TR B I I 110
Ceseseaan eeees 799

964 881 192

after day 2913PPTOX:)  gar g1 132

B. TOWER BASEPLATE HEIGHTS ABOVE SNOW (in cm)

Day Big Bear Caribou Blue Fox Snow Bird
110 0 8 28 8
130 0 8 18 8
150 0 8 25 8
170 10 4 20 13
190 25 12 ‘ 32 32%
210 40 36 32 50%
230 45 43 32 49%
250 42 50 32 49%
270 40 50 28 47%
290 48 22 47%
310 47 21 46
330 47 20 45
350 47 17 44
370 46 15 43
390 46 15 42
410 45 13 41
430 43 14 40
450 41 15 38
470 38 : 15 38
490 38 - 37

(*) These values good only to *10 cm.
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APPENDIX 4
SIDE-BY-SIDE COMPARISON OF TEMPERATURE PROBES

The temperature sensors were compared with each other by temporarily

repositioning the sensor from the 9 m level next to the sensor at 2 m.

The

table below gives the time of the test, the mean temperature as measured by

the 2 m sensor during the test, the average difference between the sensors

(T9 - T2), and the standard deviation,0, of this difference.

BIG BEAR

AIDJEX Ty ‘Tg—Tz o

Day Date Time °o (°c) (°C) Notes

111 21 Apr 75 1845-2100 -21.6 +1.60 0.10 Suspect problem with 9 m

113-114 23-24 Apr 75 2330-0420 -19.8 +3.30 0.10 Cogiiziéd problem.

116 27 Apr 75 0752-0818 -26.2 -0.17 0.02 9 m probe replaced.

142-143 22-23 May 75 1920-0540 -10.4 +0.07 0.18 Wind direction change during
test corresponding to change
of sign of Tg-Ty in test.

171-172 20-21 Jun 75 2000-0000 -~ 3.8 +4+0.12 0.06

199 18 Jul 75 0213-0637 + 0.3 +0.18 0.05

215-216 3-4 Aug 75 1915-0630 - 0.2 +0.29 0.04

248-249 5-6 Sep 75 2230-0030 - 3.9 -0.02 0.02

CARIBOU

123 3 May 75 0211-0700 -16.1 -0.10 0.06

133 13 May 75 0124, e evennnnnnssnconenss +++. Tp CH19 placed on CH26.

139 19 May 75 1918-2331 -12.6 =0.22 0.18 =

149 29 May 75 1845-2126 - 5.5 -0.14 0.02

155-156 4-5 Jun 75 2200-0230 - 2.1 -0.06 0.10

162 11 Jun 75 1936-2334 - 1.5 +0.30 0.16

170 19 Jun 75 0031-0430 - 2.0 +0.04 0.05

176-177 25-26 Jun 75 2122-0215 + 0.0 +0.02 0,10

183-184 2-3 Jul 75 2225-0215 0.0 +0.11 0.04

190-191 9-10 Jul 75  2240-0216 + 0.5 +0.17 0.04
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Appendix 4 (continued)

CARIBOU (continued)

-- end of data -~

AIDJEX Ty To-Ty ¢
Day Date Time (°C) (°c) (°C) Notes
197-198 16-17 Jul 75 2147-0319 + 0.8 +0.02 0.02
204-205 23-24 Jul 75 2230-0234 - 1.5 +0.16 0.06
211-212 30-31 Jul 75 2140-0240 - 0.5 -0.05 0.08
218 6 Aug 75 1931-2343 + 0.2 =-0.13 0.07
224 12 Aug 75 3 Ty returned to CH19. *
224 12 Aug 75 1940-2320 - 1.7 =-0.15 0.15
232 20 Aug 75 1820-2220 + 0.4 +0.18 0.04 ‘
239 27 Aug 75 1800-2200 + 0.1 +0.10 0.01 High winds noted in log.
246 3 Sep 75 1940-2340 - 0.3 +0.27 0.03
253 10 Sep 75 1940-2340 - 0.4 -0.07 0.05
260-261 17-18 Sep 75 1820-0120 - 1.9 +0.20 0.10 High winds blowing into
: : aspirator.
274-275 1-2 QOct 75 2008-0043 =-12.1 +0.09 0.04
282 9 Oct 75 »0230—0600 ..................... No Digitec record.
289 16 Oct 75 0250-0620 -12.1 +0.18 0.02
1296 23 Oct 75 0320-0510 -26.2 +0.07 0.30
303 30 Oct 75 1630-1730 -24.8 -0.07 0.02
310 6 Nov 75 0550-0740 -28.2 +0.41 0.02
330 26 Nov 75 0050-0410 -27.4 +0.85 0.05
353 19 Dec 75 0220-0500 -32.7 +0.96 0.05
374 9 Jan 76 0020-0600 -33.6 +0.84 0.04
380-381 15-16 Jan 76 2350-0340 -39.3 +0.88 0.01
387-388 22-23 Jan 76 2152-0037 -29.8 +0.78 0.01 Data obtained from very
short time series.
395 30 Jan 76 0040-0440 -31.8 +0.82 0.01
403 6 Feb 76 0240-0409 -25.3 +4+0.78 0.01 Short time series.
409-410 12-13 Feb 76 2300-0500 -29.4 +0.83 0.08
416-417 19-20 Feb 76 2243-0229 -33.1 +0.76 0.06 Short time series.
422-423 26~27 Feb 76 1940-0040 -32.8 +1.11 0.24 Wind shift, blowing into
horn at end of run.
430 5 Mar 76 0400-0440 -25.5 +2.08 0.18 9 m aspirator not working.
430 5 Mar 76 0600-0720 -28.9 +0.99 0.07 Aspirator probe repaired.
442 17 Mar 76 0030-0250 -23.2 +0.83 0.02
457 1 Apr 76 '  1920-2130 -30.3 -0.64 0.03
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Appendix 4 (continued)

BLUE FOX

ATDJEX Ty Tg~Ty ©

Day Date Time (°c) (°c) (o Notes

113-114 23-24 Apr 75 2337-1900 -21.2 -0.35 0.23

126-127 6-7 May 75 2000-0020 - 7.9 <0.08 0.03

136-137 16-17 May 75 2200-0320 - 8.5 -0.19 0.06

148-149 28-29 May 75 2100-0100 - 8.8 -0.20 0.06

156-157 5-6 Jun 75 2020-0300 - 2.1 -0.24 0.12

163 12 Jun 75 0410-0620 - 3,7 =0.12 0.05

169 18 Jun 75 2140-2340 - 2.1 -0.04 0.09

176-177 25-26 Jun 75 2140-0100 + 0.2 -0.01 0.06

184 3 Jul 75 0300-0600 + 0.4 -0.20 0.02

190-191 9-10 Jul 75  2140-0140 + 0.6 =-0.05 0.04

192-193 11-12 Jul 75 2200-0150 - 0.2 +0.01 0.07

197-198 16-17 Jul 75 2200-0150 + 0.5 -0.02 0.05

204~205 23~24 Jul 75 2300-0140 - 0.3 -0.06 0.06

212-213 31-1 Aug 75 2350-0220 + 0.3 -0.31 0.02

218 6 Aug 75 2130-2340 -~ 0.4 -0.29 0.04

225-226 13-14 Aug 75 2200-0020 + 0.6 =-0.27 0.03

232 20 Aug 75 1830-2040 + 0.5 -0.19 0.02

240-241 28-29 Aug 75 2200-0230 - 1.1 =0.32 0.09

246 3 Sep. 75 1900-2130 - 2.1 -0.24 0.04

253-254 10-11 Sep 75 2200-0260 - 1.7 =-0.17 0.07

260-261 17-18 Sep 75 2200-0010 - 4.1 -0.37 0.02

268 25 Sep 75 0200-0440 - 8.2 -0.34 0.05

272 29 Sep 75 1840~-2340 -12.5 -0.35 0.04

279 6 Oct 75 1920-2320 -~ 4.8 =-0.25 0.04

286-287 13-14 Oct 75 1955-0045 -24.6 -0.77 0.04

293-294 20-21 Oct 75 1940-0000 ~-14.8 -0.45 0.04

307-308 3-4 Nov 75 1900-0000 -33.4 -0.45 0.05

321 17 Nov 75 1825-2330 -28.5 -0.33 0.03 Before aspirator cleaned.

321-322 17~18 Nov 75 2330-0205 -27.1 -0.33 0.01 After aspirator cleaned.

335 1 Dec 75 1849-2345 -33.6 -0.53 0.03

349-350 15-16 Dec 75 1920-0145 -34.2 -0.61 0.04

352-353 18-19 Dec 75 1843-0120 -29.7 -0.42 0.03 Ty clean, Tg not; beacon
on during test.

353 19 Dec 75 0607-0907 -32.6 -0.36 0.02 Both probes cleaned.

151



Appendix 4 (continued)

BLUE FOX (continued)

AIDJEX Ty Tg-Ty @

Day Date Time (°c) (°¢) (°0) Notes

356-357 22-23 Dec 75 2207-0234 ~28.6 -0.52 0.04

358 . 24 Dec 75 0220-0520 -20.4 -0.47 0.12 Both probes have new
aspirators.

363-364 29-30 Dec 75 2056-0022 -19.8 -0.32 0.03

377 12 Jan 76 1842-2340 -38.1 =0.42 0.02

391 26 Jan 76 1912-2255 -41.4 -0.37 0.02

406-407 9-10 Feb 76 2117-0114 -31.4 -0.37 0.01

419 23 Feb 76 1845-2122 -35.7 -0.10 0.14 Snow in probes, but not
blocking air flow.

420 24 Feb 76 0112-0454 -39.2 -0.07 0.01 Probes dried and cleaned.

421 25 Feb 76 1818-2045 -37.8 -0.05 0.02

423 27 Feb 76 1928-2046 -18.0 -0.23 0.01

426 1 Mar 76 1840-1928 -24.8 -0.06 0.01 Probes cleared- of snow.

428 3 Mar 76 1836-2157 -37.8 ~-0.03 0.02

440 15 Mar 76 1903-2120 -24.2 -0.21 0.04

440 15 Mar 76 2202-2320 -24.6 -0.11 0.02 After snow removed from
probes.

447 22 Mar 76 1821-2110 -24.6 -0.14 0.05

448 23 Mar 76 0100-0406 -25.5 -0.05 0.05

452 27 Mar 76 1813-2100 -21.4 +40.21 0.08

453 28 Mar 76 0051-0508 -21.3 +0.04 0.03

461-462 5-6 Apr 76 1822-0054 -20.3 +0.17 0.13

468 12 Apr 76 1838-2340 -15.9 -0.13 0.11

475-476 19-20 Apr 76- 2350-0400 -19.1 -0.31 0.08

477 21 April 75 --end of data--

SNOW BIRD

119 29 Apr 75 1825-1844  -24.4 -0.24 0.02

133 13 May 75 1810-1829 -11.0 -0.31 0.01

149 29 May 75 0018-0037 - 6.9 +0.39 0.07

158 7 Jun 75 0900 ...cvenveens treereceeanen Tg sensor replaced;
aspirator motor stopped.

158 7 Jun 75 2213-2249 -0.28 0.06
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Appendix 4 (continued)

SNOW BIRD (continued)

3
)

T9-Ty

AIDJEX °

Day Date Time (°c) (°c) (°0) Notes

159 8 Jun 75 0043-0104 + 0.5 +0.04 0.03

173 22 Jun 75 2125-2155 - 0.2 -0.19 0.01

189 8 Jul 75 0630-0649 - 0.9 -0.10 0.01

206 25 Jul 75 2332-2351 - 0.9 =-0.03 0.01

229 17-18 Aug 75 2140-0100 - 1.6 +0.03 0.31

249 6 Sep 75 2012-2310 - 9.8 +0.38 0.05

272 29 Sep 75 1932-2320 -11.8 +0.51 0.06

279 6 Oct 75 1900-2050 - 9.6 +0.45 0.03

286 13 Oct 75 1918-2338 -23.8 +0.75 0.08

293 20 Oct 75 1830-2045 -13.0 +0.61 0.04

307-308 3-4 Nov 75 1915-0040 -32.9 +0.07 0.02

314 10 Nov 75 2020-2200 -33.8 +0.05 0.03

317 13 Nov 75 0130-0400 -24.94 +0.04 0.01 Sensors dried in met hut.

321 17 Nov 75 1840-2200 -34.15 -0.05 0.02

329-330 25-26 Nov 75 2350-0150 =-28.97 -0.03 0.04 Tg reading higher than T,
by 0.02°C at end of test.

335 1 Dec 75 2030-2140 -35.58 +0.10 0.02

336 2 Dec 75 2140~2330 -37.71 -0.003 0.04 Tg reading higher than T»
by 0.03°C at end of test.

342 8 Dec 75 1910-2100 -30.92 +0.04 0.02

349 15 Dec 75 2120-2340 -35.77 +0.05 0.01

357-338 22~23 Dec 75 2350-0150 -32.0 +0.02 0.02 Using values as computed.

363 29 Dec 75 2130-2350 -21.0 +0.03 0.03

370 5 Jan 76 2010-2210 -26.0

370-371 5-6 Jan 76 2330-0130 -28.0 +0.097 0.02 After defrosting.

378-379 13-14 Jan 76 2220-0200 -38.7 -0.12 0.02

384-385 19-20 Jan 76 2040-0100 -41.2 -0.07 0.06

391 26 Jan 76 1940-2120 -42.3 -0.04 0.02

391-392 26-27 Jan 76 2340-0130 -41.8 -0.08 0.03 After thawing in hut.

399 3 Feb 76 1840-2240 -31.7 -0.019(0.05) Much scatter. T changed
by 6°C during test.

405 9 Feb 76 1940-2320 -34.1 -0.034(0.02)

412 16 Feb 76 1900-2320 -35.3 +0.046(0.03)

419 23 Feb 76 1900-2220 ~35.2 +0.18 (0.08)

420 24 Feb 76 0100-0340 -36.3 +0.01 0.02 After warming in hut.
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Appendix 4 (continued)

SNOW BIRD (continued)

AIDJEX Tz To-T2 o ,
Day Date Time (°c) (°c) (°C) Notes
426 1 Mar 76 1900~2300 ~19.11 -0.01 0.03
440-441 15-16 Mar 76 1820-0100 -23.77 +0.15 0.10
445 20 Mar 76 0750-1200 -27.96 +0.42 0.05
454 29 Mar 76 1940-2340 -28.21 -0.06 0.11
463 7 Apr 76 1740-2100 -18.86 -0.03 0.07 Before ice bath.
464 8 Apr 76 0020-0200 -17.96 +0.12 0.06 Back outside.
469 13 Apr 76 1940-2340 -14.56 +0.003 0.09
475 19 Apr 76 1820-2300 -19.71 -0.05 0.10 Before ice bath.
476 20 Apr 76 0045-0500 -18.77 +0.04 0.03 Back outside.

-- end of data --
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APPENDIX 5
CONVERSION FROM DEW POINT TO FROST POINT

Below 0°C, dew point hygrometers measure the frost point temperatures
rather than the dew point. The table below permits conversion from dew
point to frost point; values from the EG&G equipment manual have been
converted from degrees Fahrenheit to degrees Celsius. For a more accurate

conversion, consult Smithsonian Meteorological Tables, page 371, Table 102.

(in degrees Celsius)

FP DP FP DP FP DP

0.0 0.0 ~16.7 -19.2 -33,9 -37.2
- 0.6 - 0.7 -17.8 -19.8 -34.4 -37.8
-1.1 -1.3 -18.3 -20.4 ~35.0 -38.4
-1.7 -1.9 -18.9 -21.0 -35.6 -39.0
- 2.2 =-2,5 ~19.4 -21.6 -36.1 -39.6
-2.8 -3.1 -20.0 -22.2 -36.7 -40.2
- 3.3 ~-3.8 -21.6 -22.8 -37.2 -40.8
- 3.9 -4.4 -21.1  -23.4 -37.8 -41.3
- 4.4 -5.1 -21.7 -24.1 -38.3 -41.9
- 5.0 =-5.7 -22.2 -24.7 -38.9 -42.5
- 5.6 -6.3 -22.8 -25.3 -39.4  -43.1
- 6.1 -6.9 -23.3 -25.9 -40.0 -43.7
- 6.7 =-7.5 -23.9 -26.4 -40.6  -44.3
-7.2 -8.1 -24.4  -27.1 -41.1 -44.8
- 7.8 -8.8 -25.0 -27.7 ~-41.7 =45.4
- 8.3 - 9.4 -25.6 -28.3 -42.2  -46.0
- 8.9 -10.0 -26.1 -28.9 -42.8 -46.6
- 9.4 -10.6 -26.7 -29.5 -43.3  -47.2
-10.0 -11.2 -27.2 -30.1 -43.9  -47.8
-10.6 -11.8 -27.8 -30.7 -44.4  -48.3
-11.1  -12.4 -28.3 -31.3 -45.0 -48.9
-11.7 -13.1 -28.9 -31.9 -45.6 -49.5
-12.2 -13.7 -29.4 -32.4 -46.1 -50.1
-12.8 -14.3 -30.0 -33.1 -46.7 -50.7
-13.3 -14.9 -30.6 -33.7 -47.2 -51.3
-13.9 -15.5 - =31.1 -34.2
-14.4 -16.2 -31.7 -34.8
-15.0 -16.8 -32.2 -35.4
-15.6 -17.4 -32.8 -36.0
-16.1 -18.6 -33.3 -36.6

155



COMPUTATION OF AIR STRESS AND SENSIBLE HEAT FLUXES
FROM SURFACE LAYER PROFILE DATA, AIDJEX, 1975

by
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AIDJEX

and

Clayton Paulson

Oregon State University
Corvallis, Oregon

ABSTRACT

During spring 1975, mean atmospheric surface layer profiles of
wind and temperature were measured at the Big Bear camp of AIDJEX.
Surface air stress and sensible heat flux have been computed from
these profiles. The mean 10 m drag coefficient is 1.2 X 1073,
but there is a significant variation of 407 in the coefficient
which correlates with wind direction.

A primary objective of the AIDJEX experiment is development and testing
of a model of ice dynamics in the Beaufort Sea [Coon et al., 1974]. An exten-
sive program of meteorological observations [Paulson and Bell, 1975] was
designed to provide estimates of the surface air stress required for driving
the ice model. The air stress (?) is generated from T = paCDG2 ;&, where p,
is air density, Cp is a geostrophic drag coefficient, G is the geostrophic
wind speed computed from the measured surface pressure field, and ;a is a

unit vector oriented at an angle o from the geostrophic wind directionm.

Several direct measurements of air stress were made to provide data for
estimating the magnitude of (p and 0. Included in this program were measure-
ments of wind and temperature profiles in the lowest 20 m of the atmosphere
at two sites--Big Bear (spring 1975) and Caribou (spring 1976). This paper
describes the results of an analysis of the Big Bear profiles to obtain stress

and sensible heat fluxes.
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The Experiment

The profile tower, 22 m high, was erected at Big Bear in April 1975 and
observations were continued until July. A plan of the camp giving the tower
location is shown in Figure 1. True wind directions between 270° and 50°
were not used for flux analysis because the camp was then upwind of the tower.
(Wind direction is the direction from which the wind is blowing.) The camp
and tower were located on a floe that was fairly smooth, but on aerial photo-
graphs it appeared rougher (more hummocky) in the 120°-270° sector than in
the 50°-100° sector. The nearest hummocks greater than 0.5 m high were about

70-100 m away from the tower in the 240° direction.

Sensors were mounted initially at five levels for both wind speed (1.66,
2.97, 5.99, 12.09, and 21.48 m) and temperature (0.9, 2.9, 6.7, 12.35, and
20.0 m). After run 23 an extra wind level at 0.72 m and an extra temperature
level at 0.48 m were added, and the 0.9 m temperature sensor was moved to
1.68 m. Wind direction was measured at three levels: 2,59, 11.89, and 20.85 m.
The heights of the sensors varied in time as ablation or drifting occurred,
with the net change from 20 April to 23 July Being -0.52 m. These heights
were measured from a visual average of the snow-ice cover around the immediate
base of the tower. Level traverses by Banke et al. [1976] indicate that the

mean level typically varied less than 0.05 m in the 50 m around the tower.

The sensors used were 3-cup anemomenters, aspirated platinum resistance
thermometers, and wind vanes, all manufactured by Climate, Inc. (Identical
sensors were used on the 10 m tower located at each camp [Paulson and Bell,
1975]; a detailed description of sensor performance and calibrations are given
in a paper by Clarke, Leavitt, and Bell in this Bulletin.) Although the
manufacturer specified an absolute temperature measurement error of +0.05°C,
the errors were at least +0.1°C, large enough to cause an error in the sign
of the sensible heat flux during nearly neutral conditions. Attempts to
decrease this error by side-by-side comparisons were not successful, as differ-
ences between sensors were random. We have concluded that this was the vari-

able effect of radiation due to variations in the sensor aspiration rate,

Cup anemometer errors are difficult to give estimates for. One side-by-

side comparison of the profile tower sensors indicated agreement within
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Fig. 1. Map of camp Big Bear in April 1975. The locations of the three towers
are indicated, as well as the relative wind direction zero line.
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specifications for the six profile-tower anemometers (the larger of 1% and
0.7 m sec !). Riming was at times a definite problem; fortunately its
occurrence was usually manifest in the performance of the anemometers, and

riming periods can be detected in the mean profiles.

The wind direction sensors behaved very well; riming on those sensors

. did not affect the measurements as long as the wind speed exceeded 3 m sec '.
The zero direction reference of the 2 m sensor was fixed relative to that of
the 10 m met tower, which was located about 100 m away from the profile tower.
Then the three profile tower sensors were matched by assuming a mean zero
wind direction change during high winds. During the profile-measuring period
the wind direction, as determined by sensors on the two towers, agreed within

£2°

Data from the sensors were recorded digitally using a mini-computer
(Data General Nova 2/10) with a 12-bit digitizer. The wind sensors were
sampled at 5, 10, or 20 Hz, depending on the wind speed, and the temperature

sensors were sampled at about 1 Hz.

Flux Computation

The semi-empirical theory used for computation of stress and heat fluxes
is essentially that described by Paulson [1970] and detailed by Leavitt [1975].
The mean vertical gradients of horizontal wind and temperature can be written

as

U/dz = u, ®y(z/L) [ka . 1)

90/3z = 0, Oyx(=/L) /k= (2)

Here k is von Karman's constant, u, [= (-t/0)*5] is the friction velocity,
0, [= w6/u,] is a temperature scale, wB [= H /o Cp] is the vertical flux of

temperature; and

2/L = -kz w8 u,® g/T (3)

is a nondimensional height, where L is the Monin-Obukhov length.
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For the profile analysis we chose

dy=1+1v, 2/L

z/L >0 (4)
@H =q + Yl Z/L
¢M = (1 - ,Yz Z/L)"‘O-ZS
z2/L <0 (5)
g = ol - v, 2/0)”%5

Equation (4) is the log-linear law. The value of Y, has been found equal to
5.2 by Webb [1970], 4.7 by Businger et al. [1971], and 7 by Paulson [1970].
A value o = 0.75 was suggested by Businger et al. Equation (5) was suggested
independently by Businger [1966] and Dyer (unpublished). Values of the
constant Y, are 16 according to Paulson [1970] and 15 according to Businger
et al. [1971]. Estimates of Y, range between 16 [Paulson, 1970] and 9
[Businger et al., 1971]. Businger et al. also determined that k is equal to
0.35 rather than the commonly accepted 0.4.

Equations (1) and (2) can be integrated:

U= uy/k (log 2/z, - ¥,) (6)
0 -0y =06, /k (log 2/2, - ¥,) (7

Here z, is the roughness length. The forms of y,, {, appropriate to (4) and
(5) are given by Paulson [1970]. Using the method of least squares, u, is
obtained from the slope and 3, from the intercept of a straight line fitted
to the observations of U versus log 3 - ;. A similar procedure for the
temperature profile yields an estimate of ©,. Differences between the fitted
curves and the observations provide a measure of how well the theory fits

the observations for different choices of Y15 Y, and Y,; but kX and o must be

assumed known or be evaluated by comparison with independent flux estimates.
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A drag coefficient can be defined as

Cio = “i/Uio

where the 10 refers to 10 m height. However, this (,;, is dependent on stabil-
ity, and an alternative definition of (), which is independent of stability

will be used in this paper:

C,p = (k/log 2/24)°

The computation procedure is to first determine the Richardson number,

Ri, from a least-squares fit of U and © versus log 2:

Ri = 30/3z « g/T » (3U/33)~2 (8)

: 1
For logarithmically varying profiles, Ri is calculated at height 2, = (zuzg)z
where 2z, is the upper height and 29 the lower. Substituting from (1), (2),

and (3), we can rewrite (8) as

2./L = R &% (2,./0) [¥y(2, /1) (9

As a first approximation, let 2./L = Ri on the right-hand side of (9); then

L=z, dgRI)/Ri & Ri) (10)

This value of L is used to compute Y, and P, values, and u, and O, are calcu-
lated from a least-squares fit using (6) and (7). Corrected values of U and
0 are also computed from the least~squares fit, and these corrected values
are then used to compute a new value of Ri. This iteration continues (the
original U and O data are used in the computation of u, and ©,) until the

change in u, between iterations is small.

The values selected for the constants in the flux equations were Y, = 4.5,

o=1.0, a, =0, = 16.0, and k = 0.4,
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Von Karman's constant was left as 0.4 although there is dispute about
its true value [see Businger et al., 1971]. The values of y, and Yy, are
from Paulson [1970]. 1Initially, Y, was set equal to 7.0 [also from Paulson],
but this value made the stable drag coefficients appear smaller than the
near-neutral values; therefore, Y, was set equal to 4.5, which is close to
the values suggested by Webb [1970] and Businger, et al. Substituting these

constants in equation (9) gives

I
[a]
~
(]
]

Ri, Ri <0

I
[a]
\
t~
L]

Ri/(1 - y,Ri), Ri>0

Air density (p) was set at 1.35 kg m ® and specific heat of air (CP) equalled
1012 J kg k7P,

y Profiles were rejected for analysis if the camp was upwind of the tower,
if winds were less than 3.5 m sec—l, or if the plotted profiles showed evidence
of severe riming or other significant deviation from logarithmic behavior.
During analysis, profiles for which Ri 2 0.19 were also rejected since for
these cases eq. (9) cannot be used to predict zr/L. In some cases the computed
stress was brought closer to the observed stress by deleting the upper two
wind speed levels from the profiles, a course chosen because of riming on the
upper anemometers or because of the possibility that the assumed profile shapes
were incorrect. As mentioned earlier, the temperature sensors showed random
errors on the order of £0.1°C. At first, fluxes were computed using a linear
fit of all temperature sensors, but in the final computations the sensors that
deviated the most from this fit were deleted from the profiles. This is a
somewhat subjective approach, but we were trying to produce results that were
consistent with the observed wind profile and with the temperature gradient
measured on a nearby 10 m met tower. If it was not possible to decide which

temperature sensors should be deleted, they were all used ia the flux computation.

Results

The results of the flux analysis are given in Table 1. The usual averaging

period was one hour, which is short enough to be considered as pseudo-stationary
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TABLE 1
FLUX COMPUTATIONS FROM MEAN PROFILE, 23 APRIL - 28 JULY 1975

RUN JULIAN DATE TIve RUN USTAR HEAT z/L Ut10M)Y - W/D w/D AIR Ci0 0
oy START LENGTH FLUX TRUE REL TERP X1e0co '

MN/DAY GrT MIN MsS W/Kv2 L) DEG DEG C cHM

4A 113.39 4723 922 45 .C82 ~5.68 2.00 3.9 261 363 ~27.€ 1.13 «CC7

4C 13.45 4/23 1052 44 «072 ~4.4 2.37 3.8 297 359 -28.3 92 «0C2

4D 112.48 4/23 1137 44 «130 -1t.8 «37 b4 254 356 ~28.2 1.58 «G43

4E 113,51 4/23 1221 45 «103 ~T7e2 1.20 4.2 255 357 -28.0 1.12 «0C7

4F 113,55 4/23 13C¢ 45 <1CL ~6.3 1.10 4.1 257 359 =-27.9 1.¢C8 «0CS

45 112.58 4723 1351 44 «109 “6.5 «S0 4.2 254 3t6 ~27.¢ 1.06 «GCS

4H 113.¢61 4/23 14324 44 2125 =£.3 52 4.2 26 358 =27.0 1.19 «0CS

S 113.75 4/23 1ec1 27 «159 5.8 ~.13 2.8 25 G 352 ~2445 l.63 « 0469

58 113,77 4/23 18238 27 +163 245 -.06 4.1 248 350 ~24.3 1.55 «C38

5¢C 113,24 4123 20C7 €3 «128 ~e2 -007 3.7 248 349 -22.1 1.39 -C22

9A 117.97 4727 23le 31 «156 34.7 =-1.11 3.5 237 338 -18.5 1.53 028

124 119.8% 4729 2044 &2 «2€3 9.4 -.07 6.5 205 3Ce ~1G.8 1.48 .C3C
1238 116.61 4/29 2146 61 «255 5.5 -.C4 6.8 204 305 ~16.0 1.37 £ 021
1z2¢C 3 4729 2310 82 «315 10.1 ~.04 8.3 2C1 303 -18.1 l.42 «C24
134 4730 43 g2 e326 3.9 -.01 8.4 201 302 =17.4 1.49 «C21
144 4/32C - 354 63 «363 -13.8 .03 9.1 164 2595 ~1¢.4 1.€3 .CEC
143 4/3¢C 5C3 €3 «402 -5.8 «02 9.8 196 297 ~l¢.1 1.70 «CEL
14C 4730 624 102 «4(3 2.3 .01 10.5 166 267 ~15.8 1.53 «G27
154 4730 820 g2 418 -G. 4 .01 1C.5 201 302 -15.9 1.59 o044
153 4/30 542 gz «421 -9.4 .01 1c.5 210 311 -1¢€.2 l.¢62 «C45
164 4/30 2C0 68 «303 G.6 ~e04% 8.2 219 319 ~12.¢ 1.35 «C15
i74 4/2¢ 131 59 . 287 6.6 ~.03 7.9 224 324 -12.0 1.28 " +Cla
173 4/3C 2230 28] 270 5.7 -.03 7.6 229 320 -11l.6 l.22 «.C11
164 5/ 2 2155 59 «169 21.8 =55 4.7 53 152 -1&.8 1.13 «CC7
163 51 2 2254 €0 <165 15.0 ~e4l 4.6 53 i52 ~18.2 1.12 .0C7
16¢ 27 2 2354 62 155 6.3 -.20 4.6 50 1590 ~-17.8 1.04 . 0C4
150 5/ 3 e 45 £1¢9 2.2 ~.CE 4.9 53 151 ~17.8 1.16 «CC8
2G4 5/ 3 2249 60 «192 4.7 -.08 ‘5.1 45 142 =14, . 1.37 026
2a2 S/ 3 2349 60 $«2C2 3.1 -.04 5.1 44 142 ~14.9 1.52 «G35
ece 57 4 49 59 «150 -1.0 .02 5.1 46 143 -15.0 1,40 .C23
[ 5¢ 4 142 45 «123 ~3.1 .C5 4.8 52 149 -15.0 1.52 <0324

Z1iA 57 4 257 69 146 -5.2 21 5.0 48 144 -1Z.4 «G7 .CC3
213 7.4 387 €0 <161 -9.0 28 4.9 45 142 -1¢.3 1.31 «Cl&
2l¢ 5/ 4 457 59 «152 -10.7 o4l 5.0 50 147 ~17.1 1.22 <011
219 57 4 £56 €0 «124 -9.6 o 71 4.8 44 142 ~18.2 1.C5 «CC4
21t 5/ 4 £56 60 «134 -12.3 .73 4.8 40 138 ~19,1 l.26 .013
21F 57 4 7s &9 «143 -14.2 .70 5.2 44 141 -16.¢ 1.14 .CC?
216 124.37 5/ 4 £25¢ 2g «1€2 =1¢€.6 «55 5.1 51 148 -2G.2 1.47 «C3C
224 124,45 5/ & 1C58 60 «119 -G.6 =54 be6 56 153 ~21.2 1.08 «CCS
228 124.50 57 4 1158 59 «102 -7 1.06 4.3 51 la8 -21.5 1.63 «0C4
2z¢ 124,54 5/ 4 1227 €0 <132 -10.9 <62 4.5 59 147 ~2l.4 1.33 .Cl8
223 124.5¢% 5/ 4 1257 &C «l147 -iC.3 45 4.7 49 146 ~iCeS 1.20 +C15
2z 126.£2 1 4 14357 59 <174 -8.4 .20 5.3 50 147 =2C.2 1.26 .C13
22ZF 124.66 5/ 4 15s¢ €0 « 170 ~6.2 .16 5.3 57 154 -15.3 1.15 «CC7
225 124,71 5/ 4 1656 3] 163 T =241 .06 S.4 60 157 -18.5 .54 .0C2
22H 124,75 51 4 17%¢ 75 2175 4.2 -.C8 5.4 64 161 ~17.5 1.C0 .CC3
234 125.C9 51 5 216 690 278 15.3 -.07 7.6 50 147 -12.2 1.27 «013
223 125.14 5/ 3% 31¢ 59 «224 3.1 -.C1 8.1 53 150 -11.8 l.22 .C11
23C 125.1% 5/ 9 415 S0 «259 3.9 =02 8.1 56 153 ~11.5 l.246 «C12
244 125435 51 5 £§20 (-9 288 4.2 -.02 7.8 53 171 ~11.8 1.31 .16
243 i25.26 57 3% g21 61 <274 3.7 =.02 7.7 56 153 -11.¢ 1.25 .Cl2
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TABLE 1 (continued)

\RUN JULIAN DATE TIME RUN USTAR HEAT /L u{1oM) wi0 W/0 AIR Cigo - e

D2 START LENGTH FLUX TRUE REL TEXP X1000
MN/OAY GMT MIN M/S wW/iM2 LY A DEG DEG [« CH
24C 125,43 5/ 35 1023 €1 e 262 o4 -.C03 T4 55 152 -13.7 1.26 oC13
240 125447 57 5 1124 61 e 243 ~3.6 «03 744 47 144 ~11.1 1.11 «CCE
2&%¢E 125.° 575 1226 61 « 260 -5.1 03 7.8 50 148 ~1C.5 1.14 £ GC7
24F 125.56 57 S 1327 61 «276 ~2.8 .01 8.0 57 154 -1C. ¢ 1.20 «01C
246 125.60 5/ 5 1426 61 275 -1.2 .CC6 8.0 56 153 -1C.5 1.19 «0CS
24H 128.55 5/ 5 1530 61 +2€2 ~1.0 «0C6 7.9 59 157 ~G.9 1.09 «CCE
264 125434 5/ & eio 60 «230 1.3 -.01 7.1 68 166 -£.9 1.06 «CCh
zée 125.28 5/ & G0 &0 «219 ~1.0 .C10 7.2 60 -~ 158 ~7.¢ «52 .CC2
2&l 12&.42 57 & 161¢ &0 <165 ~1.6 .C2 6.7 65 1¢€3 -g.¢C .86 «0C1
282 126.47 57 ¢ i11¢ 59 216 ~1.9 «C2 7.1 67 165 -8.1 %3 «0C2
et 125.5 51 6 12¢9 60 .233 ~1.5 »01 7«3 74 172 ~845 1.01 «0C4
26F 126.55 5/ 6 13C9 60 «233 2.0 -.02 7.6 64 1e2 =59 55 +0C2
266G 125.59 5/ 6 1406 59 «220 1.5 -.02 €.9 73 171 ~1C.4 l.02 «CC4
J6H 1256.63 57 & 15¢8 60 218 -7 =.CC7 6.5 79 117 -1C.1 1.1 «CCE
274 128.77 57 6 1823 61 e 242 12.5 ~.C9 €. 6 84 183 ~5.0 1.27 «C13
273 126.82 57 & 1942 61 #2232 4.0 ~.03 6.7 85 184 =84 -1l.18 «CC9
27¢ 126.88 5/ 6 2110 48 «234 8.2 ~.07 6.4 S1 160 ~7.6 1.29 015
284 127.06 57 7 127 &4 203 5.0 -0t 5.7 88 12¢ -£.0 1.23 «C11
282 127.1¢ 57 7 231 55 e2C2 3.9 -.05 £€.0 88 186 -5.8 1.12 .CCE
8¢ 127.14 5/ 7 32¢ 64 163 2.2 =.03 5.7 88 18¢ -£.7 l.14 «CC?
280 127.19 5/ 7 430 64 « 186 s -.009 4.8 87 186 “5.4 1.17 #«CC8
2594 127.27 s/ 7 627 64 «2C4 =1.6 «02 6.0 84 183 ~5.7 l.18 «CC9
253 127.38 57 7 502 64 0182 —eh .C07 5.1 92 191 -7.1 1.27 013
25¢C 127.42 57 7 10C¢ 64 «157 -2 ~-.005 4.5 87 186 =7.7 1.24 +C12
293 127.47 57 7 1110 64 «135 -7 .03 4.0 81 179 ~G.2 1.18 . CCS
312 137.62 . 8717 22C3 60 e 241 18.3 ~.1% 7.3 17 171 . ~12.1 1.03 «CC4
ERS-1 127,96 5717 23C3 59 «257 18.2 ~»11 7.7 71 165 ~11.9 1.06 «0C5
31¢C 138.C0 5718 2 60 «260 14,0 ~.08 7.7 77 170 -12.2 1.C5 «0C5
212 132,84 5718 1C2 60 0242 8.2 -+06 T7e3 78 172 .=12.C 1.C6 «CC3
324 132,79 5718 1966 93 256 25.2 -.1& 7.3 54 147 ~14.5 1.15 «0C3
323 122,83 5718 195 &0 + 245 25%.5 -e21 7.0 59 152 -14.C l.11 «CCE
32¢ 138,87 5718 2059 60 «274% 27.9 .14 7.8 72 1¢6 -12.4 1.15 «CC8
32C 132.92 5/18 2159 60 218 25.7 -.25 6.6 64 157 -12.¢6 1.01 W CC4
342 1641.57 5721 1248 5% «171 4ol ~.10 3.9 164 256 -1C.8 1.80 «CE1
36z 141,52 £/21 1447 60 «171 44 ~-.10 4.1 165 257 -11.0 l.64 «C52
247 141,46 5721 1547 €0 »175 6e3 ~«13 4.1 169 269 -1C.8 1.¢9 .Ce0
324 141.6¢0 £r21 2134 . 56 «1£9 13,8 -.32 4.0 156 247 -1C.2 1.59 «C44
358 141,94 5721 223 &0 «172 1C.1 =-.22 4.3 164 255 ~G.8 l.44 €27
a5 141,498 5721 2333 690 165 Be2 -.21 4.0 158 250 ~6.9 1.57 .Gal
355 142,22 5122 33 © 60 »150 4a5 ~-e15 3.9 175 267 ~G.4 l.41 «023
LA 145.73 5125 1727 59 .191 10.7 ~.17 4.8 118 208 ~-11.7 1.47 «0Z8
348 145,77 5/25 £26 3] « 176 1.7 ~.24 4.4 1¢7 197 -11.3 l.4b .26
340 145,21 5/25 1926 60 «205 12.3 -.16 5.2 117 2¢6 ~1l.1 le44 2027
263 142,35 5725 2226 60 «204 1.7 ~e22 542 113 262 ~-1C.S 1a42 «C24
374 195.93 5725 2233 Q0 «225h 29.3 ~.23 5.8 B89 179 -1li.1 1.36 £C2C
ala 147,22 5427 2L 60 .212 8.5 -.C9 bed 73 is1 -G.5 l.C7 £ 05
423 1647.2% 5/27 61C 60 e222 €.5 ~.Cé& £.9 78 1¢6 -1C.1 1.C1 . 0CA
4CC 147,320 5127 710 59 -219 5.0 =.C5 6.6 17 1€5 =1C.4 1.C6 .0C5
4CC 147.24 57127 E0G - 60 225 545 =35 6.9 15 1€3 ~-1C.8 1.65 «GC4
41A 147,61 5/27 G545 &0 210 3.4 =04 6.4 74 162 -11.2 1.09% «CC4
413 147,45 5727 1Ca% 59 190 2.2 ~+C5 €.0 76 1£5 =-11.1 .G8 .CC3
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TABLE 1 (comntinued)

RUN JULIAN DATE TINE RUN USTAR HEAT n ui1oM) W/D W/0 AIR c1c . Ic
o START LENGTH FLUX TRUE REL TENMP X1000
HN/DAY GFT MIN M7S wrM2 . MIS DEG DEG C cH
41C 147.49 5,27 1134 60 +218 3.3 -.03 6.6 77 165 -11l.4 1.07 «0C5
413 147.53 5727 1244 60 «215 5.4 —-.Cé 6.6 71 1¢0 -11.9 l1.C2 «CCh
4lE 147,57 5727 1344 60 «236 6.8 -.0% 7.0 81 169 -1z.2 1.10 +0C¢
41F 147,61 5¢27 1444 59 254 7.9 ~.05 7.8 77 165 =12.6 1.05 «0C4
416 147,85 5127 1543 60 «267 9.9 ~«05 8.0 76 164 -12.3 1.09 «CCE
414 147,70 5127 15643 90 2243 12.7 -«09 Ts4 75 1€4 ~12.C 1.05 «CC4
LZA 147.82 5127 2zC1 60 « 265 2542 —el4 7.6 89 177 -11.1 1.13 .CC7T
423 147,96 5727 23C1 €0 «260 24.2 ~.l4 7.5 89 178 -11.0 1.14 «CC7
42¢ 15€.00 5728 1 59 « 285 17.86 ~+10 7.9 80 1&g -11.3 1.C8 +LC5 -
422 142.Cq 5128 1¢C &0 «255 17.5 -1 7.7 88 176 -11.2 1.65 «CC4h
434 i42.0C9 5/28 212 62 287 14.9 ~-.07 2 S4 153 ~11.7 1.17 «CC8
433 148.14 5128 324 59 «289 4.9 -.03 749 G4 le2 -12.1 1.14 «CC7
43¢ 148.18 5728 423 60 «236 1.0 ~.0C8 7.3 95 183 -12.3 1.04 «CC4
432 148,22 5728 523 S0 w242 -~1.3 .010 745 91 180 ~12.¢ 1.C4 «CC4
454 142.49 5728 111 60 e 244 2.2 -.02 Te6 78 166 -12.5 1.01 «CC4
453 148,53 £/2¢8 1241 59 e 256 3.2 -.02 Te4 B4 173 -13.1 1.10 «CCE
438 148,57 5/28 1340 60 «257 8.1 -.05 Teb 84 172 ~12.5 l.12 2 0C¢
45D 143,61 s/2¢ 144C 3¢ «252 7.0 -.C5 7.5 e5 174 ~-11.9 1.10 «CCE
45€ 148,55 5/28 1543 63 «250 6.7 -.03 7.5 35 174 ~11.2 1.10 «CCE
4 F 148,869 57238 1850 59 <280 1C.5 ~.05 8.1 €6 175 ~1C.5 .16 .GC8
= 455 145.7 £/28 1735 60 «28€5 17.6 ~.08 8.0 83 178 =55 1.23 <011
g: 45H 148,78 5728 1239 99 «252 11.5 =+C5 8.4 91 . 180 -G.4 l.18 +GCS
4E2 142,85 Ss2¢ 2026 59 «290 5.0 ~.C4 8.1 1c2 191 -g.8 1.25 «012
463 148.89 5728 2125 60 «276 9.7 -.05 T.9 104 154 -8.3 1.20 .01¢
46C 1428.93 57128 2225 €9 «285 11.4% -.05 8.0 104 193 -7.9 1.23 011
462 143.5¢ 5/2¢8 2325 60 277 11.0 -.05 7.8 1C4 163 =75 l.22 «C11
@74 146,06 5729 le0 60 «265 8.7 =.05 7.5 105 154 ~7.C 1.22 «011
473 145,14 5729 33 a5 237 4.0 -.03 7.0 165 194 ~€.1 1.14 «CC7
47¢C 149,19 57129 440 90 « 241 1.2 ~.009 7.2 103 163 ~5.5 1.11 +CCE
GEA 145.35 5129 822 60 «217 -3.2 .03 €.8 1¢6 165 ~5.4 1.06 +CC5
483 149,39 57129 522 59 «188 =T~ .13 6.4 108 198 -3S. «93 .0C2
43¢ 149.43 5729 1021 60 «1586 =4,1 .10 5.6 106 196 =&.0 53 «0C2
482 1645.47 5729 1121 &0 - 197 «3 -.004 6.2 98 188 -t.C 1.01 +CCh
4i¢t 146,51 57129 1221 60 .183 -2.7 .05 6.2 56 185 —€.6 .51 «GC2
4% F 143,56 5125 1321 59 .2C5 9 -.01 €.2 97 187 -€.8 1.06 «CCZ
L334 145450 5129 1420 &40 «150 ~2.3 o0& 5.9 99 189 ~7.1 1.C8 .CC5
hoH 143.64 5/29 1520 . S0 «219 .1 -.001 6.6 97 187 ~7.0 1.11 «0CE
4G A 145.73 5729 1732 70 «234% 6.9 ~.Cét 6.8 96 186 ~€.5 1.13 .0C7
4538 146.78 5729 1g42 €0 «250 7.9 -.06 Tt 96 185 -€.3 1.11 «CCE
4GC 149.82 5729 1942 60 «234% I ~.C6 7.1 9% 186 =5.5 1.04 «CC4
499 149.86 5725 2C42 1] «226 4.3 ~.Ch 1.4 94 184 -£.6 «52 «CC2
£OA 15C.42 5120 1503 60 .137 =7.3 36 5.2 95 184 =1C.C «86 .CC1
s 19C.46 5/2¢C 1143 60 «151 -t.8 «24 £.7 93 182 ~1C.2 «81 «CC1
520 120.50 573¢ 1zC3 59 2187 -6.3 .11 6.3 94 1e3 =-1C.¢ « G4 «CC2
503 i5C.54 £/30 13¢2 60 «194 -6.1 .10 6.2 g8 197 -G.2 1.03 «0C4
S0z 1£3.58 $/320 1402 €0 164 -2.2 02 é.0Q 99 . 188 -GS l.c8 .CC5
SiF 156,463 5130 15¢C 59 <175 -.l «0C1 5.3 S8 186 -G.1 1.07 «CC5
506 15C.67 5730 1661 60 «1€6 4.0 ~.06 52 S7 185 ~£.8 «59 «0C3
504 15C.71 5/3¢C 1701 S50 «169 6.9 ~e15 5.2 97 185 ~8.1 .98 .CC3
514 15C.83 5730 1985 S0 «165 9.8 ~e.22 5.0 94 182 —€e3 l1.C1 .CC3
S84 167.738 6716 134¢ 50 «130 11.9 -e54 4.2 50 177 -3.6 +84 .CC1
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TABLE 1 (continued)

RUN JULTAN DATE TIME RYU USTAR HEAT 7L u(ieM) W/0 W/D AIR cie . Z¢C
DAY START LENGTH FLUX TRUE REL TEMP X1000

MN/DAY GMT MIN M/S W/M2 M/s DEG DEG c cH

583 1¢7.82 E/Ll6 194¢C 59 +140 13.4 =46 4.5 83 17¢ -3.7 .85 «CC1
58¢ 167.86 £/16 2038 60 « 161 12.3 ~.25 5.1 91 178 -3.3 S0 .0C2
580 1¢7.50 &/1¢ 2139 60 «155 11.1 =30 5.0 93 179 ~2.8 .87 #«0C1
S5G A 167.97 6/16 2315 23 «173 4e2 -.08 5.8 86 173 -2.2 «89 «CC2
5638 168.01 e/17 14 60 <208 5.7 -«07 EeS5 91 177 -2.0 .56 «0C3
56¢C 168.06 €717 131 60 0227 3.6 ~-.03 7.2 95 181 -1.8 59 «0C3
590 168.10 6717 231 60 «252 449 -.C3 7.8 97 183 ~1.9 1.02 «0G4
£04A 168,27 6717 626 6¢C ‘239 2.1 -.02 7.5 98 184 -1.0 1.00 .C03
-1} 168,31 6717 726 60 237 -2.2 .02 7.7 G4 180 ~l.2 97 «SC3
60C 166.35 6/17 826 59 «232 o1 -.001 Te4 $3 179 =-1.2 © «98 «CC3
€CD 168,39 6717 925 60 e 247 Y4 -.0C1 a7 94 180 ~1.2 1.02 .0C4
6324 172.69 &721 1637 60 .2C1 1%5.7 ~.21 Se4 110 1694 -2.8 1.28 «Cl4
623 .172.73 €721 1737 &0 «215 G.8 ~.11 5.9 115 169 ~2.2 1.26 .013
63C 172,78 6/21 1837 60 «213 4.5 ~.05 bot 116 2C0 =2.1 1.07 «CC5
630 172.82 6721 1937 59 «230 5.9 -.05 7.0 109 162 -1l.8 1.C4 «0C4
64a 173.02 6722 34 6Q 296 5.1 ~-.02 8.1 123 206 ~l.1 1.31 «C1€
13-} 173.07 &/22 134 60 «257 Ged -.03 7.8 124 2¢8 ~1.C 1.43 025
&4 173.131 £/22 234 59 «273 3.0 -.02 7.2 130 213 ~e9 1.43 «C25
€42 172.18 €/z2 213 €0 «2€1 2.3 -.01 6.8 132 216 ~.8 l.48 .C31
£54 174.26 6/23 621 39 «187 9.5 =14 5.7 93 176 -1l.3 1.04 «CC4
£538 174.31 6723 720 69 <179 7.5 -.13 547 84 167 -1l.4 .92 «002
65C 174.35 6123 820 60 «169 5.7 -.12 5.7 8 1¢l ~l.4 .85 «0C1
€50 174.39 6723 52¢ 60 «187 4.1 -.086 £.3 71 154 -l.4 .86 .CC1
66C 176446 €725 1656 60 «150 1.4 -.C4 4.2 224 311 ~e2 1.23 «011
6£0 176.50 &/25 1159 59 161 1.4 -.03 446 234 322 ~.1 1.17 «CC3
6EZ 175.54 6725 1258 60 «156 1.6 ~e04 4.9 237 324 -1 «99 +CC3
674 176.89 &125 2115 60 «22¢ 4.9 ~.05 5.9 226 315 -0 1.33 «C17
£73 17¢.93 €725 2215 60 «214 4.3 ~-.05 5.8 229 317 -l 1.34 2018
67C 176.97 6725 2315 &0 +199 5.4 -.07 Ze8 233 316 ¢ =3 1.23 .011
670 177.01 b/2¢ i3 59 170 5.7 -.13 4.6 231 319 =el l.28 «C14
tE4A 17¢.05 6727 119 60 .210 .4 ~.005 5.7 82 169 ol 1.36 «02C
663 178410 &r27 219 90 233 ek «003 642 78 165 .l 1.41 «024
£GA 176.29 6/28 651 60 «245 5.6 ~.04 6.2 205 289 ~a2 1.5¢ .C33
693 175.33 6728 751 60 257 6.6 -.C4 6.1 2C6 261 -5 1.71 «Cé2
£5C 179.37 £/28 251 89 «156 3.2 -.05 Sel 194 279 ~e5 1.43 «C2¢
70 186.91 6/25 2149 59 266 31.6 =.13 7.0 171 253 -2 1465 «C53
71a 181.70 6130 1¢&5 59 302 ~4.9 .02 8.0 159 240 5 l.45 .C28
713 lg1.75 &/30 1754 &Q «280 -2.1 .C10 7.3 163 245 5 1.47 «C2C
71¢C 181.79 €/3 1854 S0 «275 .7 -.C03 6.8 1£5 247 o5 1.63 «CEC
T2A 183.99 71 2 2344 60 «261 9.6 -.04 7.0 215 268 2 1.67 «C5¢
723 184.03 77 3 44 59 e 265 5.4 -a03 6.4 211 263 «3 1.70 -y
72¢C 1284407 77 3 143 60 «3C2 349 ~.01 7.1 20¢% 291 3 1.77 «L74
754 187.GC3 T/ 6 329 60 «815 -7 .001 ic.6 263 343 & 1.55 «C38
758 187,07 71 6 139 &0 452 .2 ~-.CCO 11.0 259 328 .5 1.¢8 058
5C 137.11 7/ 6 239 59 « 425 1.5 -.C02 1C.8 z&0 329 .3 l.54 «£27
70 127.15 FEAN 238 &9 «4C6 1.5 -.C02 1C.1 2¢4 343 2 1.60 «C45
780 205.96 7727 2256 &0 «2C1 7.2 -.10 5.1 280 334 1l 1.48 030
78E 209.00 7/27 2356 59 «202 745 ~.10 5.2 279 334 .0 l.42 «025
T8F 209.04 7728 55 60 «2C8 6.8 ~.C8 5.3 277 330 -1 1.50 .032
786 205.08 7/28 155 60 .188 .1 -.002 5.2 282 333 -.0 1.29 +Cl4
.8 -.01 4.5 272 325 -el 1.56 «04C

T8H 209.12 7/28 2¢%5 33 «192




while it can still be expected to contain most of the momentum-transferring

2 2

eddies. Sensible heat fluxes are generally very small (10 wm ° = 1 mw em 2 =
20.7 cal cm 2 day_l); and considering possible errors in temperature measure-
ments, an approximate error is 3 w m 2. Based on the comparison with data
from Banke et al. [1976] given below and the changes in stress when different
profile levels are used in the flux computation, the error in the computed
stresses is estimated to be *15%. The mean value of Cj,is 1.2 * 0.26 x 10 °;
but, as shown in Figure 2, (), exhibits a significant variation with relative
wind direction. Relative wind direction is used because the camp azimuth
rotated about 50° during the experiment. In the following discussion, D152
refers to profiles with wind direction 152°-185°, D185 to profiles with wind
direction 185°-220° and D220 to profiles with wind direction 220°+. Where

L is greater than 100 m, 1000 C;, is 1.07 * 0.14 for D152, 1.18 # 0.16 for

2-00- ’ h
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" X ot i +
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1.25F + & % + 17y
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RELATIVE WIND DIRECTION

Fig. 2. Variation of (;, with relative wind direction: + is profile
data; X 1s sonic data from Banke et al. [1976].
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D185, and 1.46 * 0.14 for D220. (,,1is also shown plotted versus U,, and z/L
in Figures 3 and 4, but no dependence on either parameter can explain the
variation of (), with wind direction. The increase in (jq for directions
140°-152° probably reflects an influence of the camp or tower on the profiles,

and these values have not been included in computation of the mean values.

Banke et al. [1976] report fluxes measured with a sonic anemometer at
10 m height on a tower located about 100 m southeast of the profile tower.
Unfortunately, their data-taking period at that site ended just as the profile
tower became operational and there were only three simultaneous profile-sonic

runs. Initial computation of fluxes gave profile stresses and corresponding

2-00' -
o
8 X »
~— 1-75‘ X i
X
% X X X ¢ y X < X
o *K X XXX
o 1.50¢t X Xy X x X ;
. ROXg 0 O x
ook XX Q o O+ J
/ + © @&DHy+#
1.00 ¥ . ® A
+H T4+t
75+ ' :
.50 1 i 1 i ) A
2.00 4.00 6.00 8.00 10.00 12.00

10M WIND SPEED

Fig. 3. Variation of the profile C,p with 10 m wind speed separated
by relative wind directions: + is wind direction 152°-185°;

0 is wind direction 185°-220°; and X is wind direction greater
than 220°. *
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Fig. 4. Variation of profile C,, with z/L at 10 m separated by relative
wind direction as in Fig. 3. :

drag coefficients approximately three times the sonic measurements. Recom-
putation of the fluxes using only the lower two profile levels gave better
agreement between the two sets of data (Table 2). The assumption that the
sonic data are more correct permits fluxes to be computed for Runs 3 and 5
using just the lower two levels of wind speed. Banke et al.'s [1976] wind
directions were limited to D185, D220; the mean value of their (,, estimates

is 1.42 x 1073, which agrees very well with the profile estimates.

They also made measurements at a more hummocky site about 1 km away from
the profile tower were the mean (), of six runs was 1.69 x 1073. Several
profiles were run simultaneously during this period; the results are also
given in Table 2. The profile u,'s are slightly lower than the sonic values

and the heat fluxes show considerable disagreement.
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TABLE 2
COMPARISON OF PROFILES AND DIRECT SONIC MEASUREMENTS BY BANKE ET AL. [1976]

Run No. Time (GMT) Ux (ms™") | Heat Flux (wm™")| C,, (x1000)
Profile. Sonic Profile Sonic Profile Sonic| Profile Sonic |Profile Sonic
3A 27 0531-0615 0545-0614 | "0 . 0.11 - - 7.2 — 0.492
4E 28 1220—1303‘ 1221-1306 0.10 0.11 - 7.2 =-2.7 1.12  0.55%
5A 29 1801-1828 1736-1820 0.16 0.14 5.8 0.96 1.63 1.29
12¢ 34b 2310-0032 2346-0020 0.32 0.34 10.1 0.82 1.42  1.41
14B 35b 0503-0611 0545-0620 0.40 0.38 -9.8 -~11.6 1.70  1.45
17A,B 38P 2131-2330 2213-2257 0.28 0.32 6.2 3.6 1.25 1.58
& Not corrected for stability. ’ b These data from rougher site.

Equation (6) predicts that U plotted versus log z - ¥ would be a straight
line, and averaging many profiles of U(2) versus log 3 - ¥ would reveal any
systematic deviations from this linear relationship. Such an ensemble averag-
ing is shown in Figure 5. The data have been separated by wind directions
and limited to L values greater than 100 m, The D152 cases appear to fit the
theoretical shapes extremely well for the lower four profile levels in both
stable and unstable stratification. The D220 cases are not so well behaved
(here the data are subdivided by time as well). The unstable data from the
early part of the experiment are well behaved, but the stable data appear to
be kinked. The data for D220 from the latter part of the experiment also
show a similar kink.

These kinks are probably induced by riming of the middle level anemometers
during these periods. Although the problem looks significant on this scale,
correcting the affected anemometers will increase the computed stresses by
less than 57 and will certainly not reduce the variation of the drag coeffic-
ient with direction. Curvature in the profiles can also result from (1)
variation in surface roughness upwind of the tower, (2) incorrectly estimating
the heat flux, (3) incorrect profile formulation, or (4) underestimating the
height of the wind speed instruments. Both (3) and (4) seem unlikely as
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Fig. 5. Ensemble averages of log 2 - ¥ versus wind speed. Groups
are as given in Table 3.

the profiles would be affected equally over all wind directions, and the required
height error is about 20 cm. Using only profiles, there is no way to distin-
guish between (1) and (2). Initially, we had hoped that the curvature in the
profile was evidence for Arya's [1975] simple model of the effect of upwind
obstacles on the measured wind profiles, This was especially interesting

since, as mentioned earlier, the hummocks were nearest the tower in the D220
direction. Accepting instrument error as the cause of the curvature suggests
that surface features with relatively small vertical extent, which were a
function of wind direction and fetch, are responsible for the observed varia-
tion in drag coefficient. A 40% variation occurring over such terrain suggests

that even greater variation exists over the full range of sea ice surfaces.
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TABLE 3 _
CRITERIA FOR GROUP SELECTION IN FIG. 5

Wind Number of
Group _ Direction Period z/L _ Profiles
1 220°- before day 120 - 7
2 - 220°- before day 120 + 5
3 220°- after day 120 - 19
4 152°-185° - - 44
5 152°-185° - + 10
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NCAR ELECTRA PLANETARY BOUNDARY LAYER FLIGHTS
DURING AIDJEX

by

R. A. Brown
ATDJEX

ABSTRACT

During the AIDJEX main experiment in 1975-76, the NCAR Electra
flew two missions of four flight days each over the manned camps.
Half the flights were directed toward a study of the planetary
boundary layer, the other half toward a study of arctic stratus
clouds. The basic data set from the PBL flights are discussed
here, with some "first look" observations.

INTRODUCTION

In July 1975 and February 1976 the NCAR Electra aircraft flew missions
over the AIDJEX study area to make measurements in the planetary boundary
layer and to investigate the radiative and macrophysical properties of arctic
stratus clouds. The July mission comprised four flights, three of them
devoted primarily to the cloud study and one to the boundary layer; it is
covered by a report in AIDJEX Bulletin 30 [1975]. 1In February the balance
shifted, with three flights for the boundary layer and one for the stratus
study. (This mission was a rescheduling of one originally set for October
1975 but postponed when Big Bear, the AIDJEX main camp, broke up.) This
paper discusses only the boundary layer flights, which were made on 19 July
1975 and 7, 14, and 17 February 1976.

The National Science Foundation through the National Center for Atmospheric
Research funded the program, and the Naval Arctic Research Laboratory at Barrow,
Alaska, supplied fuel and logistic support. The research program for the PBL
study was organized and carried out under the direction of R. A. Brown and
F. Carsey of AIDJEX, that for the arctic stratus cloud study by G. Herman of

Harvard University.

175



THE FLIGHTS
The flight patterns, shown in Figures 1 and 2, wére designed to allow

vertical profiling (assuming steady state) and calculation of crosswind

spectra to delineate secondary flows, with flight legs long enough to permit

averaging of these long-wave variations. Each pattern Included reverse check

legs to assure the best possible evaluation of bias errors. The outside

loops, after they pass over the camps, also allow bias checks on each leg

intersecting over the camp [see Grossman, 1976]. The last leg of each flight

was extended an additional 100 km to provide horizontal variation data. The
flights were oriented parallel and perpendicular to observed wind.
8%

ELECTRA | |

FLIGHT ‘ Reverse checks

PATHS ' ~30km legs

7/19/75 ' -

(&
400m ' 3
Te0 !
2~"300m &

: II"”"”tb ‘ .
s~ 200m C~S—

7
2 100m ' 8
—724m
10 60m Sur&oc& tower_‘\@_“\ 12
14 30m height - ! 1om 60, 3
g _@_ tower m legs

e \e9° 7 | W

eQ

Fig. 1. NCAR Electra flight pattern for investigation of the planetary
boundary layer over the AIDJEX area, 19 July 1975.
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30mheight” 0 Tiom ~ S0,
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-
Boundary
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. balloon
~

100m

/

90\{\(“ \eqs / | W 698

Fig. 2. NCAR Electra flight pétﬁern for investigation of the planetary
boundary layer over the AIDJEX area, 7 February 1976. _

To assure some quality control of the data, a continuous readout of
basic parameters was available: time, geometric (radio) and pressure altitudes,
ambient (Rosemount) and surface (PRT5) temperatures, wind speed, and wind
direction. The strip charts are stored in the ATDJEX Data Bank. A TV readout
of flight data--those parameters and dircraft speed, direction, and altitude--

and forward-locking TV and radar were on display at several stations aboard
the Electra.

The flights included several levels within the PBL, beginning as low as
possible and ending with levels immediately below and above the inversion

height. The inflight temperature versus height readout gave a good check on
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this reference height and could be used with the pibal and sounder data to
locate the inversion and indicate its horizontal variation. A segment of
the readout is shown in Figure 3. During ascent and descent, continuous
temperature records clearly showed the capping inversion level. On 14 Feb-
ruary the inversion height at Pt. Barrow was approximately 300-320 m; at the
AIDJEX site 260 km to the north, it was about 300-350 m (Fig. 3).

During the July 1975 flight, the surface of the AIDJEX area was covered
by turquoise-colored melt ponds. Many leads were open, their widths ranging
from meters to kilometers. In February 1976, the entire area from the ATIDJEX
site to the shore was under compression, and open leads were rare and never
wider than tens of meters. During the February flights, observers noted
significant buoyant (lifting)effects on the low-level flights when the air- -
craft passed over the thinner ice in frozen leads. Excerpts from the obser-
vers' flight log appear in the Appendix; systematic errors have not been

corrected.

DATA PROCESSING

Some aircraft motion and systematic bias were eliminated form the data
by standard NCAR processing and resulted in approximately three tapes per
flight. These are stored in the AIDJEX Data Bank.

Programs are now being developed at AIDJEX to calculate mean velocities
and temperature from 1 per sec data and to perform averaging and spectral
analysis on the velocity and temperature records which were taken at 20
measurements per second. Since our first interest is in establishing vertical
variations in the mean values of velocity, temperature, and humidity, we must
first eliminate from the measurements as many systematic errors as possible.
The net random error introduced by the system capabilities yields winds to
0.1 m sec ! for the short-term (less than 2 minute) averages. When long-
term averages are calculated, the error increases to *1.0 + 0.5¢, where t is
in hours, as described by Lenschow [1975]. The larger error is a result of
bias introduced by the differences between measured and true air speed and
direction. This difference is the true wind vector, and the accuracy in
determining it is proportional to the accuracies and magnitudes of the two

location vectors. These vectors are shown in Figure 4 for check legs 1 and 2
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,// Leg 2
” Wind Triangle

9.6 m/sec from 333.9°

&
=
A

"

12.3 m/sec from 337.8°

10.99 m/sec from 335.4°

.
\
=
A
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"

WS, % »”  Reverse Check
g Wind Triangle

Fig. 4. Wind triangle showing vectors differenced to obtain wind
speed and vector correction to mean wind velocity.

on 19 July 1975. The differences between the two values of wind vector are
then used to determine the errors in the air and ground velocity vectors,
giving the correction for all mean wind values. The geometric velocity reso-

lution formulas are given by Grossman {1976].

EARLY RESULTS AND PLANNED CALCULATIONS

Initial programs for calculating the mean winds and temperature, the bias
and flux components including stress have been developed by David Katz. Since

the surface uniformity and the PBL stratification and stability of this data
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Fig. 5. Preliminary results showing horizontal variation of measured G
(above inversion), Ugso from flux measurements at 30 m, and drag coef-

ficient u,, /G. Also shown is the momentum integral calculation

Uu 24
._'i=_j_:‘__1$j_na
G G -

where 24 1is inversion height and o is wihd turning through the PBL.

set are unique, we are encountering many new problems in the data reduction.

The basic procedure is to look at time averages with respect to periods of

from 10 seconds to 30 minutes. The 10 km (100 sec) averages for cross wind

and downwind legs have been calculated for the July 1975 flight and are shown
in Figure 5. The variation in geostrophic velocity, G, corresponds to the
surface geostroj:ic wind field as determined from the AIDJEY surface pressure
analyses (Figure 6). The flux values of u, are preliminary only. The indicated
values of u*/G at 30 m are low, approximately half those of the values deter-

mined by Frank Carsey [AIDJEX, 1976] using the geostrophic departure method on
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pibal and acoustic sounder data. However, the value of u*/G = 0.02 obtained

by linearly extrapolating to the surface, agrees well with the tower profile

values.

The process of determining the peculiar characteristics of turbulence

in the neutral to stably stratified PBL requires systematic averaging tech-
niques, and detrending and filtering programs. These are being developed.

Priority calculations include horizontal and vertical variations of wind,
temperature, and stress; heat flux variations, wave number spectra, secondary
flow resolution, and implied eddy viscosity distribution. Subsequent calcu-

lations will include humidity fluxes and higher-order moments.
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APPENDIX
EXCERPT FROM NCAR ELECTRA FLIGHT LOG

Local Altitude Temp. Wind
Lat.N, Long.W Time (meters) (°C) m s~! °N Remarks
7 Feb 1976
71°53' 153°05' 1040 0 -38 - Takeoff.
72°47' 146°52' 1100 6025 =45 9.5 180 Ferry.
1130 350 -33 16.8 330 On station at inversion height.
1132 250 -27 16.4 285 Leg 1.
1211 30 - 18.0 201 90% snow—covered ice; leads
frozen from downwind side.
1240 60 -31 11.4 260
1317 150 ~-32 14.8 280 Few open leads, narrow ridges
smooth, snow covered.
1406 200 -31 15.6 280
1436 100 -28 15.3 300
14 Feb 18976
71°17' 156°48' 1040 0 -29 1.3 321 Takeoff.
1115 5750 -40 12.0 092 Start descent on site, no leads.
72°55" 143°39" 1135 200 -26 7.0 272 Inversion at 300-320, AT~7°, AV~3 m/s.
1205 100 -31 11.1 260 Patchwork ridges, some new exten-
sive ones SE and SW of camp.
1233 -100 ~-29 7.1 269 Over camp.
1253 60 -32 3.4 290 Occasional frozen leads.
1325 30 -33 7.1 294
1402 150 =27 4.5 300
1430 100 -31 3.5 290 Over camp.
1513 100 -30 6.8 327 Ground speed about 102 m/s.
72°25" 149°26' 1530 - - - Climb out.
71°22' 156°43' 1612 0 -31 2.1 110 Barrow airport.
17 Feb 1976
1045 0 -33 - Barrow airport.
71°58' 153°50' 1110 6041 -38 11.6 090 Ferrvry.
72°33' 149°45' 1130 5855 =37 14.4 010 Begin descent.
72°51' 143°29' 1155 200 -29 9.9 323 1Ice packed, many ridges, no leads.
1235 60 -32 6.5 324
1312 30 -32 8.4 294
1415 250 -29 8.2 030
1450 150 -31 8.6 345
1520 100 -32 9.5 351 Some cracking observed.
1545 100 -30 9.5 017 Extended leg, 100 km SW.
1630 6670 =43 25.4 340 TFerry leg.
- 50 -30 5.7 117 Leg over rough nearshore ice W

of Barrow, 50 km long.
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DATA AVAILABLE FROM THE ARCTIC ICE DYNAMICS JOINT EXPERIMENT
‘ AS OF 1 MAY 1977
by

Murray J. Stateman
AIDJEX Data Bank

INTRODUCTION

The AIDJEX Data Bank is the primary repository for data acquired on the
Beaufort Sea pack ice during the AIDJEX pilot study in 1972 and the AIDJEX
main experiment in 1975-76. AIDJEX Bulletin No. 19 (March 1973) shows the
data sets from the first period. This note outlines the data which have been
validated and entered into the AIDJEX Data Bank from the main EXperiment.v
In addition to the source data, there are some post-processed data sets and

several supplementary supportive data sets supplied by outside sources.

These data are being used for the analysis of air-ice-sea interactions
and associated phenomena. Many articles published in the AIDJEX Bulletin
relate to these analyses, and some of the articles include a brief overview

of the actual data.

Data in digital form are stored on magnetic tape and are housed in the
Computer Center at the University of Washihgton. Duplicate copies are held
at the AIDJEX office for security. Nondigital data, such as satellite photo-
graphs and sample printouts, are also housed at the AIDJEX office.

Any files or subfiles listed below may be obtained by writing to AIDJEX,
noting the files desired and the medium on which they should be produced.
Digital data can be provided as a printout, as a set of key-punched cards, or
on half-inch 7-track magnetic tape. These would be accompanied by a narrative
description of the file contents and the format of the data sets. The cost
of these outputs will be approximately the cost of reproduction and mailing.

Supplementary data such as satellite photos or weather maps are available for
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inspection at the AIDJEX office during business hours. Copies of these materials

are best obtained from the original source.

All comments and inquiries concerning the AIDJEX Data Bank should be
addressed to Murray J. Stateman, AIDJEX Data Manager, 4059 Roosevelt Way N.E.,
Seattle, Washington 98105.

DATA FILES

1. Position of the manned camps and buoys, in latitude and longitude vs. time

Approximately 10 positions were calculated each day for each operating
station using the Transit Navigational Satellite or the Nimbus F satellite.
Data for the manned camps were taken from 10 April 1975 to 20 April 1976.
Data for buoys in the Beaufort Sea were taken from April 1975 up to November
1976. Note that the lifetime of most buoys is about six months. These data
characterize the motion of the pack_ice in the Beaufort Séa for all seasons

of the year.

Data are organized in a time series for each station with a separation

marker at the end of each 20-day period.

2. Smoothed position, velocity, and acceleration for manned camps and buoys,
in Cartesian coordinates

Data from file 1 above have been post-processed using a Kalman filter
technique. In one form--sorting on time--position, velocity, and acceleration
from each operating buoy are arrayed together at three-hour intervals. 1In
another form--sorting on station--position and velocity are given as a time
series, separately for each station. A variance measure accompanies each .

element of data to characterize its error.

3. Source data for RAMS buoys tracked by Nimbus F satellite

Positlon data acquired from the start of Nimbus F operation in June 1975
have been provided by the NASA Goddard Space Flight Center and, after decoding

and editing, have been 1ncorporated into file 1 above. Several land-based
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RAMS packages are included in order to determine the temporal and spatial

accuracy of the tracking system.

4. Rotation of the manned camp floes

The orientation of the camp floes, to which the Navigational Satellite
positioning system was aligned, was determined together with the camp posi-
tion. Each camp azimuth, with respect to true North, has been smoothed for
the period 10 April 1975 to 22 April 1976. Angular position and rate of
rotation for all camps are given at three-hour intervals in a time-sorted

data file together with error estimates for each datum.

5. Ice thickness and snow depth

Periodic measurements were made at various sites near the manned camps.
Statistical evaluation of ice and snow conditions were made from frequent
measurements around a given site. Data are not continuous. Tabulations of
available data for the period 10 April 1975 to 29 June 1975 have beén published
in AIDJEX Bulletin 32 (June 1976). Data to April 1976 are available in a

similar form.

6. Ice surface profile

One profile of the ice surface was taken using a laser altimeter in the
NASA 990 as it traveled a 72 km track between two manned camps. A data point
is a height above a reference plane every 0.4 m along the track. The measure-

ments were made on 24 April 1975.

7. Landsat (ERTS) 1 and 2 images

Satellite photos of the Beaufort Sea region have been obtained from the
EROS Data Center for qualitative and quantitative analysis. About 1500
photos taken when visibility and cloud gover permitted are on: file. Each photo
covers a square region 100 miles on the side. Time periods are the spring and

fall seasons of 1972, 1973, and 1975.
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8. NOAA-4 and NOAA-5 satellite images

Photos of the Arctic from Greenland to the Bering Straits have been
received daily from NESS since 2 January 1975. Two images cover the belt
between 70° and 80° N latitude; that is, each photo covers a square area
about 600 miles on the side. Only infrared photos are available for the
winter (November through January); both IR and visible photos are taken
during the rest of the year. These are source data for examining large-

scale ice movements in the Arctic as well as large-scale weather patterns.

9. Surface-level air pressure (derived data)

From the combination of National Weather Service surface pressure maps
and pressures measured at scattered points in the Beaufort Sea, two-dimensional
pressure contours have been derived for every six-hour interval. These con-
tours are a sixth-order polynomial in X and Y, the grid coordinates overlying
the Beaufort Sea region. The grid is rectangular and each element is 75 miles
on the side.' The coefficients of the polynomial are the data of this file.
They can be used to determine the surface pressure at any point in the area at
any six-hour interval by translating latitude and longitude of the point to
the grid coordinates and employing the polynomial coefficients for the time

desired.

To date the coefficients have been calculated for the period 11 April
1975 to 19 July 1975. This work will continue until all coefficients to 30
April 1976 are obtained.

10. Geostrophic surface winds (derived)

From the derived pressure data of file 9 above, geostrophic wind speed
and direction are obtained and are available in files separated into one for
the grid points and one for the AIDJEX stations, with data given at six-hour

intervals.
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11. Pressure charts (source data)

Surface and 850 mb pressure charts prepared by the National Meteorological
Center for the Northern Hemisphere have been received for 0000 GMT and 1200 GMT
each day since April 1975. These analog charts are used in the derivation of
the digitized data of files 9 and 10 above.

12. Surface-level meteorological data -

Weather stations were operated at the AIDJEX manned camps from April 1975
* through April 1976. Hourly averages of observed wind speed and direction at

10 m and air temperatures at 2 m and 9 m above the surface have been prepared.
Time series for each camp are available for the full operating period of the

main experiment. There are separation markers between each 20-day interval.

13. Atmospheric inversion levels

Inversion heights in the atmosphere Were monitored cbntinuously by
acoustic radar at the manned camp designated as the main camp. Analog records
were digitized at hourly intervals for the periods 13 April-1 October 1975 and
5 November 1975-18 April 1976. As many as seven distinct inversion heights are

given when they exist simultaneously.

14. Ocean currents (combined files for manned camps)

The manned camps served as floating platforms from which ocean currents
relative to ice motion were measured continuously at deptﬁs of 2 m and 30 m.
Hourly averages of ocean currents combined with hourly geostrophic winds and
three-hour-smoothed ice velocity (files 10 and 2) from each manned camp for
the full operating period of the AIDJEX program are available in a single file.
They are sorted by camp by time, with separation markers between 20-day

intervals.

15. Ocean currents combined with position measured from RAMS buoys

Two RAMS spar buoys deployed offshore in the Beaufort Sea in November

1975 contained sensors which measured ocean currents at depths of 2 m and 30 m.
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A magnetic compass heading for the buoy and internal bearing of the sensors

are given with the data at three-hour intervals. These data have been combined
with buoy positions to allow for absolute current determination. One buoy
operated until 1 October 1976; the other provided meaningful data only until

28 March 1976.

16. Oceanic mixed layer characteristics

The upper ocean mixed layer is defined in depth by the point, or points,
at which a rapid change in salinity occurs. This layer was measured for
surface temperature, surface salinity, and depth twice daily at each manned
camp. All available measurements (one per day) were published in tabular form

in AIDJEX Bulletin 32 (June 1976).

17. Ocean depth

The depth of the ocean beneath the path of the main AIDJEX camp was
measured during two periods. Acoustic soundings were taken every hour from
25 May to 3 August 1975 and from 18 December 1975 to 25 April 1976. Round-

trip time of sound travel is given together with interpreted depth.

18. Surface pressure (validated), offshore RAMS buoys

Four RAMS buoys deployed offshore in the Beaufort Sea measured surface
pressufe. These measurements have been corrected for scale and sensor drift
and have been smoothed and interpolated to three-hour readings. Buoys were
operational for the following periods: buoy 207, 18 March-28 August 1976;
buoy 1015, 23 March-30 September 1976; buoy 1245, 4 November 1975-1 October
1976; and buoy 1416, 5 November 1975-28 March 1976.

The data are sorted by buoy by time, and are merged with buoy position
in latitude and longitude.

19. Surface pressure (validated), AIDJEX camps and selected buoys

NavSat systems at the four manned camps and nine Navigational Satellite

buoys had pressure sensors to make detailed measurements not specifically
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included in the surface pressure charts of file 11 above. After appropriate
corrections and calibration, these validated measurements were incorporated
into the derivation of area-wide geostrophic winds (file 10). These source
data are available with their geographic position at three-hour intervals.

Data are sorted by station. The manned camps were operational from April 1975
to April 1976. Some of the buoys (supplemented by nearby RAMS buoys) continued

to operate as late as 6 December 1976.

20. MWeather observations, manned camps

Handwritten weather notes logged daily by observers in the manned camps
noted wind velocity, surface pressure, temperature, visibility, and weather.

They back up the digitized data in the files noted above.

21. Logbook entries, manned camps

Members of the scientific groups recorded informal notes about events,
equipment performance, changes or calibration of sensors, etc. Their logbooks

back up the data collection procedures followed during the main experiment.

DATA BEING PROCESSED BUT NOT YET AVAILABLE

The following data sets are in the process of being validated and cali-
brated. They will be added to the AIDJEX Data Bank files and made available
to the scientific community together with the files noted above.

22. Wind speed and direction measured by pilot balloon

Pibal measurements using two tracking theodolites were made each day at

the main cdmp during the AIDJEX experiment.

23. Ocean current profile

Twice a day at each manned camp, a current meter was lowered to a depth

of 194 m and raised at a steady rate to determine the stratification of the
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ocean layers. The analog outputs will be digitized to show time, depth, speed,

and direction at uniform depth increments.

24. Salinity and temperature versus depth at manned camps

Standard STD measurements were made twice a day at each manned camp during

the main AIDJEX experiment.
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